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Investigating the Relationship between Image Quality  
and Crowdsourcing for Labeling 

LINA E. BUDDE1, DAVID COLLMAR 2, UWE SÖRGEL2 & DOROTA IWASZCZUK1 

Abstract: The quality of training data and the performance of machine learning 
approaches using those data stand in direct correlation: Even the best algorithms are not 
able to compensate low-quality training data, making the use of high-quality training data 
essential. However, generating high-quality training data is not trivial, especially as these 
data are required in large quantities. A common approach is the use of paid 
crowdsourcing, where the resulting label quality is contingent upon two key factors: the 
performance of the workers and the intrinsic quality of the initial dataset utilized for these 
tasks. Limiting factors, such as poor radiometry that leads to low-quality images, must be 
taken into consideration when evaluating data acquired through crowdsourcing. We 
examine the relationship between image quality and the output performance of 
crowdsourcing tasks in the context of tree crown detection. 
 

1 Introduction 

Due to the lack of large databases with reference data in remote sensing, manual annotation for 
the specific machine learning tasks is common (SCHMITT et al. 2023). Human-based 
annotations, which are the standard method, are time consuming and cost inefficient, especially 
when annotations are acquired by experts. Therefore, crowdsourcing can be used, which can 
provide an alternative at low cost (HIRTH et al. 2011) in a fast and easy manner (SARALIOGLU & 

GUNGOR 2020). While coming with these advantages, using paid crowdsourcing can also lead 
to quality issues due to various factors (ZHANG et al. 2016). The identification of those 
acquisitions of low quality is typically done via reference data, or, if not available, can be 
solved via ''quality improvement after data collection'' (ZHANG et al. 2016), where the same 
dataset is processed by different crowdworkers in order to collect redundant acquisitions. For 
the case of classifications, however, ambiguous class definitions or fuzzy borders might also 
influence label quality. The same issue might be present for the collection of outline 
geometries. 
When using remote sensing imagery for such an acquisition task, where outline geometries are 
to be collected, the quality of the image data used for the annotations, i.e., the background 
imagery, influences the performance of crowdworkers (HASHMI et al. 2023). However, pre-
processing steps such as ortho-image rectification or radiometric adjustments due to light 
conditions are common in remote sensing to reduce specific image effects or transform into 
geometric accurate images. As a drawback, this can result in both blur and noise in 
images (CHEN et al. 2020), resulting in many potential sources for low-quality areas. The 
identification of the latter and thereby the quality of imagery can reliably, although 
subjectively, be assessed by humans. However, objective machine-based evaluations of the 
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image quality remain a challenging task (YANG et al. 2023). Due to lack of error-free reference 
images, so called no-reference or blind image quality assessment metrics are 
preferred (RUBEL et al. 2022; YANG et al. 2023). However, some of these no-reference metrics 
still need additional information, e.g. about the respective type of distortion (YANG et al. 2023). 
For the application of these metrics in the field of remote sensing, IEREMEIEV et al. (2020) 
tested and combined metrics that require error-free references and are therefore impractical for 
real-world situations. In contrast, YAN et al. (2019) developed a specific gradient-weighted 
metric based on natural scene statistics and thus combine statistical, structural and contrast 
related image characteristics. RUBEL et al. (2022) proposed an approach to combine multiple 
no-reference metrics for the remote sensing domain. However, these are not tested within a 
realistic scenario. So, either natural image datasets (IEREMEIEV et al. 2020; RUBEL et al. 2022) 
or synthetic global image degradation (YAN et al. 2019) are used and compared with subjective 
scores. 
In this paper, we want to investigate the relationship between label quality, measured via 
crowdsourcing, and image quality, measured via no-reference image quality metrics. In order 
to achieve realistic results, we perform both quality assessment processes with a real-world 
dataset, focusing on the application of simple and easy to use metrics. Furthermore, we define 
quality metrics derived from the results acquired via crowdsourcing on the same dataset, 
allowing for a direct comparison between all quality metrics. In summary, our contribution 
includes the development of a no-reference label quality metric and a workflow to identify 
causes for low quality labels with no-reference image quality metrics. 
The paper is structured as follows. First, our workflow including all used methods is described 
in section 2. Section 3 contains the description of the used data. The results are presented in 
section 4. Finally, the conclusion can be found in section 5. 

2 Methodology 

An overview of our pipeline is presented in Figure 1. First, the image quality and the annotation 
quality are evaluated separately. Based on the resulting quality ranking of the images, the 
correlation of both, the image and annotation quality are analyzed. The specific quality 
assessment is described in the next sections. 

2.1 Image Quality 
Due to missing reliable reference information about the image quality, we focus on no-
reference quality metrics. However, this metrics are often specialized for a certain image 
distortion type. Thus, we combined multiple of such metrics by calculating the mean value to 
consider different image effects. To validate the image quality metrics, they are applied on 
both, the raw images and the ortho-images. In both cases, a sliding window of a size of 
15  15 pixels is used to combine the pixel-wise values to an image-wise score. To ensure 
comparability between different resulting single scores from the different metrics, they are 
scaled using min-max scaling based on the ortho-image results, where a low score means a 
high-quality image and a score near 1 represents an image with low quality. 1 score is applied 
to the scores of MANIQA, edge intensity and local contrast after scaling so that they can be 
interpreted in the same way. In the following, the used metrics are shortly described.  
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Fig. 1: Evaluation pipeline for the image and label quality. For the image quality, the raw drone 
images and the processed ortho-images are evaluated. After scaling, the different no-
reference image metrics are averaged to determine the drone and ortho score, respectively. 
For the label quality, the standard deviation of the intersection over union is determined using 
a reference label and the crowd geometries. In addition, the no-reference metric, called area 
ratio, is calculated only based on the crowd geometries. 

2.1.1 Edge Intensity 
To consider the occurrence of edges, a Sobel filter is used for each channel and the mean value 
of the three channels is calculated (LI et al. 2017). To generate an image-wise edge score, the 
mean edge intensity is used within a sliding window. More clear edges in the image results in 
a higher edge intensity. However, edges significantly contribute to the interpretability of an 
image. Thus, a better image is associated with higher edge intensity.  

2.1.2 Signal-to-noise Ratio and Local Contrast 

Whereas, the contrast of an image can be determined by the normalized difference of the 
maximum and minimum gray value within a sliding window, the estimate of the signal-to-
noise-ratio (SNR) based on the variance (XIA & CHEN 2015). Like the edge intensity, the values 
are calculated channel-wise and the mean value is used for the image score. For each sliding 
window, a channel-wise SNR and contrast are calculated by  

contras𝑡  
max 𝐷 min 𝐷
max 𝐷 min 𝐷

 (1) 



L. Budde, D. Collmar, U. Sörgel & D. Iwaszczuk 

194 

𝑆𝑁𝑅  
𝐷

1/ 𝑁 1  ∑ 𝐷 𝐷
 (2)  

where Dc represents the channel-wise gray values and N the number of pixels in the sliding 
window. In general, the SNR is applied in homogenous areas to determine the image noise. 
However, applying SNR on each sliding window, low SNR values can indicate inhomogeneous 
areas with high pixel variations due to e.g. noise or rich image content. Note that saturation 
effects can also lead to homogenous areas. 

2.1.3 Blur Effect 
Especially due to drone movements and ortho-image processing, blurring often occur. Thus, 
the metric introduced by (CRETE et al. 2007) can be used to determine the strength of the 
blurring. The effect of a low-pass filter is used to quantify the image blur. In image regions 
which are already blurry, the effect of low-pass filtering can be expected to be quite low. In 
contrast, the differences between the neighboring pixel values change significantly after 
applying low-pass filter in sharp image regions. With this approach the blur score is in the 
range [0, 1]. 

2.1.4 Shadow 
To consider different light conditions the normalized saturation-value difference index 
(NSVDI) index can be used (MA et al. 2008). This index based on the saturation and value after 
color transformation from RGB to HSV. According to MA et al. (2008), the saturation s and 
value v is used 

𝑁𝑆𝑉𝐷𝐼  
𝑠 𝑣
𝑠  𝑣

 (3) 

where the value range for this index is specified as [-1, 1]. 

2.1.5 BRISQUE 
Compared to the previous metrics, the blind/referenceless image spatial quality evaluator 
(BRISQUE) score, developed by MITTAL et al. (2012), is based on a trained model. However, 
the trained parameters are public available to use BRISQUE without own training. The metric 
is based on locally normalized luminances to quantify naturalness of an image as well as the 
quality of distorted images. Therefore, the local mean intensity is subtracted and then 
normalized by a Gaussian weighted standard deviation (MITTAL et al. 2012). From this 
luminances, 36 features are calculated and mapped with a support vector regressor to a 
subjective quality score (MITTAL et al. 2012). The minimum value of BRISQUE is 0 which 
represents a higher quality image. A maximum value is usually given as 100 (DIEREND & 

GÖRNER 2022). 

2.1.6 NIQE 
The natural image quality evaluator (NIQE) score belongs to the same category of scores as 
BRISQUE (MITTAL et al. 2013). Thus, also NIQE use a natural scene statistic model based on 
locally normalized luminances. In contrast to BRISQUE, NIQE does not use distorted images 
and subjective scores for training (MITTAL et al. 2013).  As for BRISQUE a value near zero 
corresponds to a better image, but an upper bound is not defined. 
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2.1.7 MANIQA 
To consider a deep learning-based approach for quality assessment, the multi-dimension 
attention network for no-reference image quality assessment (MANIQA) is tested (YANG et al. 
2022). Developed for the evaluation of GAN-based image degradation, this score considers the 
local and global interactions in channel and spatial dimensions (YANG et al. 2022). For the 
BRISQUE, NIQE and MANIQA scores the implementation from CHEN & MO (2022) is used. 
In contrast to BRISQUE and NIQE, CHEN & MO (2022) state that higher values are associated 
with a better image. 

2.2 Annotation Quality 
Similar to image quality, annotation quality needs to be measured via different metrics. Since 
''quality improvement after data collection'' (ZHANG et al. 2016) is performed, redundant 
acquisitions are collected, allowing for an inherent quality assessment by quantifying the 
deviation in quality of acquisitions. For this, we make use of the principle of ''wisdom of the 
crowd'' (JIN et al. 2020), which states that, given constraints such as a heterogeneous crowd 
and a solvable task, the crowd as a whole can perform better than single experts (CHANDLER et 
al. 2013). Based on this principle, and the fact, that the crowd acquisition is performed via 
polygon outlines, we define two quality metrics.  

2.2.1 IOU-STD 

Firstly, for the case where reference data are existing and might be used, acquisition quality 
can be calculated via comparison to these reference data. Given a dataset consisting of k image 
sections with n redundant acquisitions per section, we calculate the intersection over union 
(from now on referred to as IoU) between all n acquisitions and their respective references, 
leading to n IoU values. Subsequently, we calculate the standard deviation of all IoU values 
per image section, leading to k values, where each value describes the overall deviation in 
crowd acquisitions per image section. This approach might be sensitive for small sample sizes, 
however, choosing n big enough allows to reduce the impact of outliers, following Condorcet's 
theorem (CONDORCET 1785). Low values indicate low deviations among all crowd 
acquisitions, signifying results of high similarity, and thereby making low scores favorable. 

2.2.2 AREA-RATIO 

Secondly, we also highlight the case if ground truth data are not available. Since the calculation 
of the previously explained IoU deviation requires the existence of reference data, a similar 
approach is not applicable here. However, reference data are not necessarily needed for a 
deviation assessment. Instead, simple parameter such as surface area or perimeter of 
acquisitions can be calculated and used for a quantification of deviation in acquisitions. 
However, such parameters do not consider the actual shape of the acquisitions, which might 
lead to imprecise or superficial results. Instead, a polygon integration as described 
in COLLMAR et al. (2023) is performed on all acquisitions. We integrate all acquisitions twice, 
using a too high (𝑡 ) and too low (𝑡 ) threshold for the integration, deliberately not picking the 
optimal threshold. This leads to two output shapes: One integrated shape that appears too 
large (𝐴 ), and another one, that appears too small (𝐴 ). However, due to the nature of the 

integration, which is performed via binary voting, the resulting shapes are representative of 
both a small part of crowdworkers (that is n  𝑡 ) and a large part of crowdworkers (that is n  
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𝑡 ), leading to two different shapes that allow a direct comparison. These two shapes are then 
used for calculating the ratio between each other, assigning a single value between 0 and 1 to 
all k image sections:  

𝑅   
𝐴

𝐴
 , with 𝑡   𝑡  (4) 

A value of 1 indicates a perfect match between both shapes, describing no deviation in crowd 
acquisitions. A value close to 0 on the other hand can be attributed to large discrepancies in 
both shapes, indicating large variations in the acquired geometries. Figure 2 visualizes both the 
choice of a too small and too large threshold next to the optimal one, showing the resulting 
variance in surface area. 

Fig. 2: From left to right: Output polygon after integration with a threshold set too low (𝐴 ), integration 
using an optimal threshold, and integration with a threshold set too high (𝐴 ). The optimal 
threshold result is indicated in both the low and high threshold images for direct comparison. 

2.3 Evaluation 
To validate the image quality scores, the selected image quality metrics can be applied before 
and after pre-processing of the images. Thus, Welch's t-Test is used to check for significant 
change due to the pre-processing. For the pre-processed images, the Pearson correlation 
coefficients Corr are calculated between the different image quality scores and the label scores 
as well as between the mean image quality score and the label scores based on the covariance 
matrix cov. 

𝐶𝑜𝑟𝑟  
𝑐𝑜𝑣

𝑐𝑜𝑣  𝑐𝑜𝑣
   (4) 

3 Data 

3.1 Imagery 

The dataset comprises 97 RGB image pairs, each consisting of raw imagery and corresponding 
sections from the processed orthomosaic of the same area. Each image section features a single 
tree and its surrounding area. All raw images were captured by a DJI FC6310R camera in 
combination with a DJI Phantom 4 RTK. The flight was conducted in an orchard area in 
southern Germany and the flight height was set to 100 m, thereby resulting in a GSD of around 
2.5 cm. 



44. Wissenschaftlich-Technische Jahrestagung der DGPF in Remagen – Publikationen der DGPF, Band 32, 2024 

197 

3.2 Crowd acquisition 
All 97 ortho-image sections were presented to 100 crowd workers each via microWorkers.com, 
a platform that manages the recruitment and payment of workers for crowdsourcing 
tasks (HIRTH et al. 2011). Workers were tasked with collecting the outline geometries of trees, 
receiving a payment of $0.15 for the processing of 5 image sections. This resulted in total costs 
of 100 acquisitions ∙ 97 sections ∙ $0.03  $291 for 9,700 outline polygons. Figure 3 
illustrates such an image pair, as well as the corresponding annotations. 

Fig. 3: From left to right: raw drone image, ortho-image and the geometries collected by 
crowdworkers on the ortho-image. Mainly caused by the shadow, at the right side of the tree, 
blurring occurs due to the ortho processing. Thus, it is harder to distinguish between the 
ground and the tree resulting in a higher variation of the annotations in this part of the tree. 

4 Results 

This section contains the results of the individual evaluations as well as of the correlation 
between the image and label quality. 

4.1 Image Quality Metrics 
As can already be seen in Figure 3, blurred areas can occur after ortho processing. This effect 
of image degradation can also be observed in other images of the dataset. Figure 4 shows the 
results of the final scores for the raw images and the processed ortho-images. The scores for 
the raw images are lower than the scores of the ortho-images. Thus, the different processing 
levels can be differentiated by the selected scores. This can be also validated by the t-Test result 
and the histogram. The probability of a common mean value is 4∙10-38. Thus, the distributions 
of the mean image quality score for the raw drone images and the processed ortho-images are 
different. 

4.2 Annotation Quality 

Both quality measures, i.e., the standard deviation of the IoU values in comparison to the 
reference, as well as the previously defined area ratio, were calculated for all 97 image sections. 
Since low values are preferable for the IoU standard deviations, but high values are favored for 
the area ratio, a correlation analysis between the two was conducted. This calculation led to an 
overall correlation of -0.54 between the two methods, confirming the expected, negative 
correlation. This correlation is further visualized in Figure 5, which plots both metrics against 
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each other. For clearer visualization, results were sorted and smoothed, thereby indicating a 
higher correlation than the one actually achieved of around -0.54.  

 

 
Fig. 4: Top: Scores of the individual images. Bottom: Distribution of the raw and ortho-image scores. 
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Fig. 5: Comparison between the IoU-std and the 𝑅  sorted by the increased IoU-std values. 

Figure 5 also indicates the tendency of both metrics to be more sensitive for image sections 
with bad acquisitions: Both the standard deviation of IoU as well as sorted area ratio show a 
steeper gradient for larger indices, i.e., those of high deviation and low area ratio. This 
observation suggests that both metrics penalize poor-quality acquisitions effectively, which is 
a desirable outcome, helping to identify image sections that posed most problems to 
crowdworkers.  

4.3 Correlation Analysis 
We analyzed the correlation between the mean image quality score and the label quality scores, 
namely IoU-std and area ratio, as well as the correlation between the individual image quality 
scores and again the two label scores. With the comparison with the individual scores, we are 
able to analyze which metric and thus which distortions may influence the consistence of the 
tree labels.  
The resulting correlation coefficients can be found in Table 1. Based on the evaluation with the 
IoU-std, the absolute highest correlation is reached by the edge intensity score followed by the 
contrast and BRISQUE. The scores from the other metrics, in contrast, do not have a correlation 
with the label quality. However, the negative sign of the correlation implies that the quality of 
the crowd labels increase if the images have a decreased strength of edges. The example shown 
in the upper row of Figure 6 displays a tree with high contrast and distinct edges. The image 
quality score of 0.23 indicates an image of rather good quality. Nevertheless, the IoU-std score 
shows a larger deviation of the crowdworker labels to the reference label, whereby outliers 
have already been filtered out.  
This relationship can be also observed in the second example in the bottom of Figure 6. There, 
the tree barely stands out from the background and the edge intensity is low. However, the 
consistence of the labels is still good. When looking at the edge images, it is noticeable that the 
edges in the upper example also occur in the immediate vicinity of the targeted tree, which can 
make labeling more difficult. In contrast, the area surrounding the tree in the example below is 
relatively free of edges. 
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Fig. 6: From left to right: Ortho-image, crowd annotations with removed outliers, edges from Sobel 
filter. 

A similar correlation can be observed between the image quality scores and the area ratio score. 
To ensure that in both cases, the area ratio score and the image quality scores are interpreted in 
a way that lower values indicate better quality, Table 1 uses 1 𝑅  for the comparison of 
correlation coefficients. Most image quality scores appear to correlate in a similar fashion with 
both label quality parameters, validating the novel no-reference approach, i.e., the area ratio. 
However, some differences are notable: the edge intensity, BRISQUE and contrast score 
correlate lower compared to IoU-std. More interestingly, the MANIQA score has a moderate 
positive correlation with the 1 𝑅  score. This results in a cancellation of the single 
correlations, so that overall no correlation with the averaged image quality values can be 
achieved. This highlights the complexity of the relationships and the difficulty of finding 
objective metrics for quality evaluation. 

5 Conclusion 

To the best of our knowledge, this is the first evaluation of the relationship between no-
reference image quality metrics and the quality of crowdsourced annotations for a remote 
sensing task, incorporating a novel no-reference annotation quality metric. With the proposed 
area ratio metric for the label quality evaluation, we overcome the limitations of the standard 
deviation of the IoU which depends on the availability of a reference label and its already 
compromised quality. Furthermore, our findings indicate interrelationships between metrics 
derived from image quality and those derived from annotation quality. The ensuing correlation 
analysis provides further insights into the precise nature of these relationships, such as the 
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identified negative correlation between edge intensity and annotation quality metrics. Given 
that our analysis considered the entire image for the calculation of image quality metrics, local 
variations were not accounted for, which simplifies the interpretation due to the complexity of 
various image quality scores. Nonetheless, future studies might benefit from a more detailed 
examination, which could prove valuable in making more generalized statements. 

Tab. 1: Correlation coefficients between one of the listed image quality scores and the label quality 
scores 

Image Quality Score IoU-std 1 𝑅  
Mean -0.31 -0.05 

BRISQUE -0.28 -0.11 
NIQE 0.04 0.03 

MANIQA 0.01 0.38 
SNR -0.07 0.08 
Blur 0.06 0.02 

Edge Intensity -0.41 -0.30 
Contrast -0.31 -0.18 
Shadow 0.07 0.03 
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