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Summary: This contribution investigates the possi-
bility to efficientl reconstruct 3D scene geometry
purely from thermal image data by using structure
from motion techniques. The images are acquired
by a low-cost, lightweight thermal camera mounted
on an octocopter platform. The result is a 3D point
cloud containing geometric information plus thermal
attributes. Such a dataset may be valuable for build-
ing energy evaluation, where existing geospatial data
may thus be enriched with thermal information.

The paper gives an overview of the automatic data
processing chain and also considers aspects of geo-
metric thermal camera calibration. For an extensive
practical test, a raster pattern was fl wn, capturing
15,000 thermalimages of the fagades of a large build-
ing complex. To validate the geometric quality of
the results, the point cloud was aligned to a terres-
trial laser scanning 3D model of the scene. With a
precision in the order of 25 mm, related to an object
dimension of 50 m x 50 m x 20 m, the analysis of the
model differences substantiated the geometric poten-
tial of thermal cameras in SfM tools.

Zusammenfassung: Generierung von  ther-
malen — 3D-Punktwolken — aus  UAV-gestiitzten
Wiirmebildkameradaten.  Diese  Arbeit  unter-

sucht das Potential von einzig auf Warmebilddaten
basierenden Structure-from-Motion Ansitzen zur
effiziente  3D-Objektrekonstruktion. Getragen von
einer  Oktokopter-Flugroboterplattform  wurden
die Bilddaten mit einem preiswerten, kompakten
thermischen Sensor aufgenommen. Zusitzlich
zur Raumkoordinate enthilt die resultierende 3D-
Punktwolke eine thermische Information fiir jeden
Objektpunkt. Vor allem im Bereich der energetischen
Bewertung von Gebéduden kann diese Kombination
von Geometrie und Thermografi von Interesse sein.
Im Beitrag behandelt werden neben der Prozess-
kette zur automatischen Datenverarbeitung auch
Aspekte der geometrischen Kalibrierung einer
Wirmebildkamera. Im Rahmen eines umfangreichen
praktischen Experiments wurden die Fassaden
eines weitldufige = Gebdudekomplexes raster-
formig abgefloge und ca. 15.000 Wirmbilder
aufgenommen. Die Registrierung der erzeug-
ten 3D-Punktwolke zu einem terrestrischen
Laserscannermodell ~ ermdglichte  die  Validie-
rung der geometrischen Qualitit der Ergebnisse.
Mit 3D-Objektkoordinatenabweichungen in der
Groflenordnung von 25mm, bezogen auf eine
Objektgrofle von 50m x 50m x 20m, konnte
das geometrische Potential in der Auswertung von
Wirmebildkameradatenmit SfM-Werkzeugen belegt
werden.

1 Introduction

Efficien energy handlingis playing an increas-
ingly important role in economy. Energy ef-
ficien y is clean, particularly favourable and
immediately available. Taking diminishing re-
sources and increasing prices for raw materi-
als into consideration, energy efficien y forms
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one pillar of the energy revolution (KOHLER et
al. 2013). European legislation requires an
energy efficien y increase of 20 % by 2020
(2012/27/EU). In order to realize the directive,
the German federal government offers incen-
tives for individual energetic redevelopment of
residential property; such as building envelope
insulation or window replacements.

www.schweizerbart.de
1432-8364/15 /0274 $ 3.50
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Heat loss from buildings can easily be vi-
sualized by thermograms. The common way
in practice is that energy consultants acquire
thermal infrared (TIR) images from individ-
ual buildings using hand-held thermal cameras.
The TIR data are interpretedvisually duringon-
site inspections, leading to recommendations
for restructuring measures. This procedure is
rather time-consumingand cost-intensive. Fur-
thermore, a sharing and pooling of knowledge
and data is impeded. However, it would be de-
sirable - especially for the survey and assess-
ment of larger areas like streets of houses, dis-
tricts or even complete cities — to enrich spatial
informationstored in a geographic information
system (GIS) with thermal attributes.

Several studies deal with the combination
of thermal measurements and geometric data.
The contribution of HOEGNER et al. (2007)
focuses on the extraction and integration of
facade textures from low resolution infrared im-
age sequences. LAGUELA et al. (2011b) and
GONZALEZ-AGUILERA et al. (2012) describe
approaches to multi-sensor registration of TIR
images and terrestrial laser scanner (TLS) data.
In these approaches, common features are ex-
tracted in both datasets to combine thermo-
graphic and geometric data in a joint thermo-
graphic 3D model. In BANNEHR et al. (2013),
data from an airborne laser scanner, a hyper-
spectral and a thermal camera were fused in or-
der to extract urban parameters like roof mate-
rials or geometric information. HOEGNER et al.
(2013) present a method for the co-registration
of time-of-fligh (TOF) camera generated 3D
point clouds and TIR images. In HOEGNER &
STILLA (2015), the relative orientation of ter-
restrial TIR image sequences from different
views is estimated and in the fina analysis
used to detect 3D building fagade objects. In
RUDOL & DOHERTY (2008), a technique is in-
troduced which allows the detection and geo-
localization of human bodies in thermal and
colour imagery, acquired during several flight
with an unmanned aerial vehicle (UAV). In
PECH et al. (2013), urban heat islands are de-
tected, monitored and analyzed. PECH et al.
(2013) use RGB and thermal images, simul-
taneously captured by two cameras mounted
on an UAV, to generate multi-temporal ther-
mal orthophotos. IWASZCZUK et al. (2012) use

aerial TIR image sequences for the detection
of weak spots in building insulation by findin
the best fi between a given 3D building model
and the acquired TIR images. MAURIELLO &
FROEHLICH (2014) give initial thoughts on
how to automate the 3D reconstruction process
of building fagades from UAV-based collected
thermal images.

The data for this study was captured by a
thermal imaging camera onboard a UAV. This
platform is part of a flee of unmanned aerial
vehicles which are equipped with different sen-
sors like laser scanner, RGB camera, near in-
frared camera and thermal camera. The fly
ing robots have been designed and built in the
course of the project ADFEX (Adaptive Feder-
ative 3D Exploration of Multi Robot Systems).
Information on the entire project can be found
on http://www.adfex.eu/.

The paper investigates the possibility to ef-
ficientl reconstruct3D scene geometry purely
from thermal image data by using structure
from motion techniques. The paper gives an
overview of the automatic data processing chain
and also considers aspects of geometric thermal
camera calibration. The results of the work pre-
sented here are TIR-attributed dense 3D point
clouds of building facades. The paper is also
focusing on the accuracy potential of thermal
cameras in 3D point cloud generation through
SEM.

The UAV sensor system is presented in sec-
tion 6.2. The thermalsensor has to be calibrated
firstl for accurate temperature measurements
and secondly to correct for geometric errors
affecting the optical imaging process (section
3). The data acquisition process to capture the
fagades of the courtyard of a building complex
is described in section 4. Similar to the work of
MAURIELLO & FROEHLICH (2014), this publi-
cation investigates the possibility to efficientl
reconstruct camera poses and 3D scene geome-
try purely from overlapping thermal image se-
quences by using structure from motion (SfM)
techniques. The necessary processing steps are
treated in section 5. A critical analysis of theac-
curacies in 3D point cloud and single 3D points
is given in 6. Finally, section 7 summarizes the
work.
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Fig. 1: (a) CAD model of an octocopter UAV sensor platform equipped with a thermal imaging camera
FLIR AB5. (b) Colour-coded thermal image of 640 pixel 512 pixel.

2 Sensor Systems

Any object surface having a temperatureabove
absolute zero emits, reflect or transmits ther-
mal radiation. The energy emitted is a measure
for surface temperatureand may be detected by
suitable sensors such as cooled photondetectors
and uncooled thermal detectors, DERENIAK &
BOREMAN (1996).

In this study, we used a low-cost thermal
imaging camera FLIR A65 which is based on
an uncooled microbolometerarray. The thermal
sensor is sensitive in the infrared range between
7.5um and 13 pm. It produces thermal im-
ages of 640 pixel x 512 pixel with 17 pm pixel
size (Fig. 1b) at 30 fps with a thermal sensitiv-
ity of less than 50 mK in a range of —40 °C to
+160 °C. A fi ed 13 mmwide-angle lens (45° x
37°) provides a suitable fiel of view for the ap-
plication at hand. The compact and lightweight
camera body (106 mmx 40 mmx43 mm; 200 g)
enables an integration on a payload-restricted
UAV.

The FLIR A65 is mounted on a multi-
rotor flyin platform Cadmic Goliath Coax 8
(Fig. 1a). This 4-arm copter with eight rotorsis
partof an UAV fleet designed and used for 3D
exploration tasks in urban environments. More
detailed specification on the UAV platform are
given inKLIX et al. (2014).

3 Thermal Camera Calibration

In order to achieve accurate and reliable mea-
surements, a radiometricand geometric calibra-
tion of the thermal imaging sensor is necessary.
Therefore, the model parametersfor the temper-
ature calculation as well as the imaging process
have to be determined.

3.1 Radiometric Calibration

The formula to convert a 14 bit object signal .S,
acquired during frame grabbing, to a tempera-
ture value 7" (in K) is (FLIR 2012):

B

= log(R-(S—0)"14+F) )

The conversion parameters R, B, F' and O
are determined by pointing the camera at ob-
jects with known temperature. The black body
infrared calibration source PYROTHERM CS
110 is used as a reference. During calibra-
tion, thermal image data are acquired in a range
of =10 °C to +50 °C in steps of 10K, and the
four unknown radiometric calibration parame-
ters are estimated by regression analysis. The
a-posteriori standard deviation for measuring
the absolute temperatureof a black body within
the specifie range of temperaturecan be stated
with 70 mK (FLIR 2012). However, this level
of accuracy can usually not be achieved in fiel
applications due to differing emissivities and re-
flections
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3.2 Geometric Calibration

The geometric camera model used here is
slightly different from the one commonly used
in photogrammetry(L UHMANN et al. 2006). It
refers to a concept taken from computer vision
(HARTLEY & ZISSERMAN 2004), to which the
SfM tools used in section 5 are related.
Deviations between the ideal geometric pro-
jection model and the actual camera geome-
try have to be modeled to exhaust the accu-
racy potential of the image data. The imag-
ing geometry of a thermal camera is similar
to the pinhole camera model of a conventional
camera. The transformation from an object
point X(X, Y, Z) to a local camera coordinate

x(z,y) is:

ri1 - (X — Xo)
- +ra1 - (Y —Yo) + 131 - (Z — Zo)
713 * (X — Xo)
+raz - (Y = Y0) + 733 - (Z — Zo)
T12 (X — Xo)
_ Ara- (Y —Y0) + 132 (Z — Zo) @)
y= 7’13-(X—X0)

+roz - (Y = Y0) +r3s - (Z — Zo)

where
Xo Projection centre
Tre Elements of a rotationmatrix R

The coordinates projected into camera’s co-
ordinate system (origin at the camera projec-
tion centre; z-axis points toward the viewing
direction; z-axis points to the right; y-axis
points down) are further corrected for imaging
errors caused by radial and tangential distor-
tion effects. Lens distortion is modeled by a
frequently used polysonomial model (BROWN
1971):

a' = x(1+ kir® + kar® + kar®
+p2(r® + 22°) + 2p1ay)

y =y(l+ kir® + kor® + kar®
+pi(r® +2y°) + 2p2y)

3)

where

' Image coordinate free of
distortions

k(1,3 Radial distortion
coefficient

P12 Decentering distortion
coefficient

r = /22 +y? Radial distance

Finally, the projected point coordinates

(u,v) in the image coordinate system (origin at
top left image pixel; u-axis points to the right;
v-axis points down) are calculated by shifting
the coordinate system from the principal point
to the origin of the image coordinate system,
scaling in both image coordinate directions by
focal length and correcting for skewness of the
image axes:

/ /
U:UO+I071,+ySI

/ (4)
v=v0+Y Cv
where
Cuyv Focal length in u and
v image coordinate direction
up,vo  Principal point

s1 Coefficien describing
the skewness of the two image axes

To reduce efforts in time and instrumental
resources, photogrammetric self-calibration is
tavoured. In our application, geometric stability
was assured in the self-calibrating bundle ad-
justment approach by jointly adjusting the low-
resolution thermal image coordinate measure-
ments with observations made in much higher
resolution images captured by a DSLR Nikon
D700. This requires the design of an adequate
reference fiel with targets sufficientl visible
in both the RGB and the thermal imagery.

Several strategies are reported in literature
to deal with the problem of making reference
points visible in thermal images: BISON et al.
(2012) drilled holes in an aluminum surface.
YASTIKLI & GULER (2013) designed a com-
plex iron 3D test object, equipped with plas-
tic targets. In LAGUELA et al. (2011a), small
lamps were arranged in a grid on a wooden
plank. LUHMANN et al. (2013) applied this
approach and utilized target lamps, too. They
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Fig. 2: (a) True colour image and (b) colour-coded thermal image of a 3D target field.

Tab. 1: Thermal camera calibration parameters ; with their standard deviations 5;,. The image
coordinate system is defined in section 3. The camera’s pixel size is 17 wm, the camera’s sensor size

is 640 pixel x 512 pixel.

cu (px) | cv (px) | uo (px) | vo (px) k1 k2 k3 p1 P2 s1(px)
& | 774.65 | 774.46 | 315.75 | 259.57 | —4.51le”? 0.36 0 | 7.82¢7* | —1.13¢7% | 6.37¢ 72
Sz, | 0.197 | 0.202 | 0.267 | 0.254 1.36e™® | 9.80e™% | fi | 1.04e7* | 1.28¢7* | 3.52¢72

also reported about good experience with a
metal reference fiel plate which reflect the
cold background radiation well. The actual tar-
gets were made of self-adhesive foil which only
emits radiation relating to its own temperature.

The 3D calibration plate designed for this
work is also based on two material compo-
nents: Silver heat protection foil with excel-
lent reflectin properties for circular measuring
marks is combined with black velour foil with
good absorbing characteristics for target edg-
ing. In combination, both components provide
a strong contrast in visible and infrared spec-
trum (Fig. 2). The centre coordinates of the
circular targets (240 mm) can be measured by
an ellipse fit The mean standard deviation of
the image point coordinate measurements was
1/40 of a pixel. These observations as well
as additional scale information (reference bars)
and approximate values for the unknown inte-
rior orientationparametersare introducedinto a
bundle adjustment procedure. Parameters were
excluded from the bundle adjustment if they
turnedout to be insignifican in the significanc
test. Outliers in the results were removed in an
outlier detection procedure following 3-sigma
rule.

Tab. 1 lists the interior orientation parame-
ters and the correspondinga-posteriori standard
deviations. All parameters could be determined
significantl , except for the radial distortion pa-
rameter k3. Regarding the precision of image
point measurement stated above as well as the
precision of the estimated geometric calibration
parameters show that the calibration plate de-
signed in combinationwith standardconvergent
imaging configuration is particularly suitable
for thermographic camera calibration. The in-
terior orientation thus estimated is used for 3D
scene triangulation and dense 3D reconstruc-
tion (section 5).

4 Data Acquisition

The courtyard of an old urbanbuilding complex
served as the test object in our study (Fig. 3a).
The UAV introducedin section 6.2 was used to
fl a raster patternto capture thermal images of
the entire surrounding fagades (Fig. 3b). The
fagades are approximately 20 m in height and
up to 50 m in length. Overall, more than 15,000
thermalimages were acquired at 3 Hz with 90 %
forward and 70 % side lap (Fig. 3c).
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Fig. 3: (a) Aerial image of the subject of investigation. (b) Flying robot collecting data in front of a

building fagade. (c) Some of the thermal images.

The coordinates of 20 signalised circular tar-
gets, evenly distributed across one fagade, were
measured with a geodetic total station theodo-
lite (TST) in order to provide a ground truth
for evaluating the results (section 6). The de-
sign of those reference points is similar to the
design shown in section 3, but the targets are
larger, having a diameter of 140 mm. Following
the law of error propagation for TST measure-
ments, the RMSE of the resulting 3D coordi-
nates can be estimated to be 4 mm. If TST coor-
dinate differences are used as additional scaling
distance information, the relative accuracy can
be stated to be 2 mm. The correspondingimage
point coordinates of the centres are measured in
thermal images by ellipse fi with a mean stan-
dard deviation of 1/30 of a pixel.

A terrestrial laser scanning point cloud ac-
quired with a Riegl LMS-Z420i (3 million
points, ca. 800 pts/m’) is also used as a refer-
ence to analyze the quality of the point cloud
obtained from the thermal images (section 6).
The RMSE of a 3D pointin TLS data depends
on several influencin factors such as incidence
angle, surface material or inaccuracies in reg-
istration and is given with about 10 mm in the
dataset at hand (SCHNEIDER & MAAS 2007).

5 Data Processing and Results

The main goal of the work presented here is to
reconstruct camera poses and 3D scene geom-
etry purely from overlapping thermal imagery
by using structure from motion (SfM) process-
ing methods.

SfM techniques (e. g. FURUKAWA & PONCE
2007, MAYER 2008) generate 3D representa-
tions from 2D image sequences without initial
information. Feature points are extracted from
the images and matched, employing robust es-
timation techniques such as RANSAC (ran-
dom sample consensus; FISCHLER & BOLLES
1981). This set of homologous points is then
used to orient the images in a sequential bun-
dle adjustment. Once interior and exterior ori-
entations are calculated, dense image matching
method such as semi global matching (SGM;
HIRSCHMULLER 2005) can be employed.

The 14 bit signal of the thermal imaging sen-
sor encodes temperatures in a range of —40 °C
to +160 °C (sections 6.2 and 3). The envi-
ronmentaltemperatureduring the measurement
phase was +10 °C to +30 °C. In order to im-
prove contrast for a reliable feature matching,
the range of each image was expanded in a pre-
processing step by histogram normalization. At
the same time, the image depth was reduced to
8 bit in order to comply the image inputformats
required by the SfM tools used.

Image orientation was determined by Visu-
alSEM, an integrated, open source SfM soft-
ware package (WU 2011). Firstly, the SIFT op-
erator detects and describes local feature points
in the images (scale-invariant feature transform;
LOWE 1999, WU 2007). The SIFT keypoints
are, secondly, matched to identify homologous
points between two images in a pair-wise image
matching procedure. These correspondences
are the basis for a bundle adjustment with ro-
bust outlier detection. It iteratively builds a
sparse 3D model of the scene and simultane-
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Fig. 4: 3D point cloud reconstructed from thermal images only: (a) Top view of the entire 3D model.
(b) Temperature coded submodel of one fagade.
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Fig. 5: TIR-attributed ortho-image of a part of one fagade.

ously estimates the exterior orientations of all
images; the interior orientation were kept con-
stant, using the parameters derived as described
in section 3. VisualSFM allows to produce
multiple 3D models to reconstruct the entire
scene, which is a particularly fl xible function-
ality for complex objects like the courtyard ob-
served in this study. The internal camera model
of VisualSFM includes only one radial distor-
tion parameter In order to consider the fully
parametrized camera calibration model as de-
scribed in section 3, the image coordinates of all
homologous points as well as the camera orien-
tations were importedinto the commercial soft-
ware package Agisoft PhotoScan. The camera
calibration was fi ed to the parameters listed
in Tab. 1, and another bundle adjustment was
performed. In the next processing step, dense
point clouds were derived from the given set of
images and their orientation parameters by the
dense image matching technique implemented
in Agisoft PhotoScan.

The histogram stretching applied above must
finall be reversed in order to provide thermal
attributes. Each 3D pointis re-projected into all
corresponding image spaces where its temper-
ature value is interpolated in a resampling pro-
cess, weighted in accordance to the distance to
the principal point.

The resulting 3D models can be scaled and
geo-referenced either by using the tachymet-
ric observations of the signalised control points
or by aligning them to the previously acquired
TLS dataset (section 4). In this study, an iter-
ative closest point algorithm (ICP) minimizes
the distance from the thermal point cloud cal-
culated by structure from motion (as source) to
the TLS pointcloud (as reference) by iteratively
applying a 3D Helmert transformation. The
fina result consists of about 12 million TIR-
attributed 3D points and is shown in Fig. 4.

Finally, ortho-rectifie fagade images can be
generated (Fig. 5). Orthographicprojections of
the building fagades enable thermographic pro-
fessionals to measure true distances directly in
the image.

6 Accuracy Analyses

As the focus of the work presented here is on
the accuracy potential of thermal cameras in
3D point cloud generation through SfM, sev-
eral tests were performedto assess the accuracy.
These tests include internal precision measures
for image point measurements, camera poses
and 3D object points (section 6.1) as well as
external accuracy measures to validate the geo-
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metric quality of the data using TST and TLS
data as reference (sections 6.2 and 6.3).

The coordinate system of each submodel is
oriented in a way that the facade forms the Y Z-
plane and the X -axis is oriented in camera’s di-
rection of view.

6.1 SfM Internal Precision

The SfM software tools used in this study
(VisualSFM and Agisoft PhotoScan) deliver
only very sparse information on the internal
precision. Therefore, the SfM project data ob-
tained after sparse reconstructionwere fed into
our own bundle adjustment software for a thor-
ough accuracy assessment. The bundle adjust-
ment delivers information on the precisions of
the measured observations as well as the un-
known camera poses and 3D object coordinates.
In order to evaluate the pure results obtained
from SfM tools, no further blunder checks were
implemented. In the following, those results are
presented.

The 2D coordinates of valid SIFT keypoints
were introduced as a first group of observations.
A second group contained the image point mea-
surements of the signalised reference points. A
variance component estimation (VCE; KocH
2004) was used to ensure the adequate weight-
ing of the two types of observations. The dis-
tances between the tachymetric observations of

Tab. 2: A-posteriori standard deviations 5z, and
mean point error § ;y- 5 of a 3D object point coor-
dinates from a sparse point cloud in (mm). Row
1 and 3 are the mean, row 2 and 4 the median.

fr % .-;,J- fr 3 .-'.'_,". oy
| 204.75 | 53.84 | 45.64 | 216.58
“ | 160.40 | 34.19 | 32.22 | 167.14
el 2287 750 B.77T 2556
=

2312 | 6.19 | 882 | 25.50

the signalised control points served as reference
to scale the scene. The resulting additional con-
straint equations were weighted by a static vari-
ance componentin accordance with the relative
accuracy specification of a TST measurement
given in section 4. The interior camera geome-
try was fixed to the parameters estimated in sec-

tion 3. The exterior camera orientation parame-
ters as well as the 3D coordinates of the object
points calculated during SfM sparse reconstruc-
tion were treated as unknowns.

The a-posterioristandarddeviation §,, of the
original SIFT keypoints automatically adjusted
by VCE was 1.1 pixel. This lack of subpixel
accuracy corresponds to investigations on SIFT
descriptors given in literature: REMONDINO
(2006) states that with region detectors like
SIFT the number of matched correspondences
is quite high but the accuracy is poor, probably
caused by perspective effects. The a-posteriori
standard deviation §., of the signalised targets
used as reference points is 1/3 of a pixel, and
is thus significantly worse than the precision of
the best-fit ellipses stated above. Reasons for
that could be a too optimistic internal precision
measure of ellipse-fitting. Furthermore, the size
of the individual VCE observation groups is not
well-balanced, to the disadvantage of the refer-
ence measurements (1:60). Self-calibration did
not lead to any improvements in the estimated
precision.
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Fig. 6: 3D mesh of a part of the TLS refer-
ence facade, overlaid with colour-coded, logarith-
mically scaled mean point error of all 3D object
points from sparse point cloud ranging from 20
mmto 1.8 m
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Tab. 3: Mean a-posteriori standard deviations 5;, of camera’s projection centres in (mm) and rotation

angles in (°).
46.25 | 132.04 | 139.12 | 197.30 1.495 | 0.151 | 1.501
Tab. 4: Single 3D point precision in mm.
RMSEx | RMSEy | RMSEyz | RMSExyz
Intersection 18.28 4.45 4.92 19.45
Point picking 17.13 15.59 17.97 29.32

On an average, the a-posteriori standard de-
viations of the unknown 3D object coordinates
X is 50 mm in planimetry and 200 mm in depth
for all object points originating from SIFT key-
point observations (Tab. 2, row 1). The average
a-posteriori standard deviation of the 3D object
coordinates of the reference targets is 25 mm
(Tab. 2, row 3). The accuracy for 3D SIFT
pointslooks very high ata firs glance; however,
it should be noted that this represents an average
for all 3D points, including problematic regions
such as edges or vegetation as well as points af-
fected by a poor intersection geometry. As one
can also see from Fig. 6, the depth precision of
most of the fagade points is between 20 mm to
100 mm. A more detailed evaluation of the sin-
gle 3D point accuracy potential achieved after
dense reconstructionis given in sections 6.2 and
6.3.

The a-posteriori standard deviations §; of the
unknown exterior orientation parameters are in
average 200 mm for camera positions Xo and
1.0° for camera rotations wyk (Tab. 3). Due
to correlations between several camera orien-
tation parameters, the internal precision figure
of the projection centres are worse than the 3D
point precision achieved above, an effect which
is also known from aerial photogrammetry The
lower precision in roll (w) and yaw (k) can be
explained by a partly fragmentary cross overlap
in image configuratio for this part of the court
yard.

6.2 External 3D Point Accuracy

For an external accuracy test, the 3D coordi-
nates of the 20 reference target points were cal-

culated by spatial intersection, using the mea-
sured image coordinates and the camera orien-
tation parameters as determined in section 5.
These 3D object coordinates were compared
with the TST reference coordinates. The resid-
ual discrepancies after a 3D Helmert transfor-
mation between the two datasets are listed in
Tab. 4, row 1. The RMSE of a 3D object coor-
dinate X is about 20 mm.

The 3D coordinates of the reference points
can also be measured directly in the dense point
cloud. Due to sampling errors, they actually
do not match exactly with the true centres of
the circular reference targets. This is reflecte
in a too pessimistic RMSE in lateral direction,
but the RMSE in depth direction (here X) is
comparable to its equivalent determinedby spa-
tial intersection for points on a planar fagade
(Tab. 4, row 2).

The fagades were captured with a ground
sampling distance (GSD) of 26 mm for an av-
erage measurement distance of 20 m. Thus, the
RMSE in depth direction is 2/3 of the GSD,
which is a very promising ratio for 3D model
reconstruction from low resolution thermal im-
ages and well comparable to the accuracy ob-
tained for digital surface models automatically
created from aerial images (HIRSCHMULLER &
BUCHER 2010).

6.3 Comparison of StM and TLS
Point Clouds

The deviations between the SfM dense point
cloud and the TLS reference point cloud are
shown in Fig. 7, using a colour code for visual-
isation. For each point of the SEM point cloud,
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Fig. 7: Colour-coded, logarithmically scaled differences between SfM and TLS point clouds.

the Euclidean distance to the nearest point in
the TLS point cloud was computed (nearest
neighbour distance). Ignoring TLS blind spots
caused by occlusions in the TLS dataset as well
as vegetation (yellow, orange and red areas), the
deviations are less than 25 mm in average for
facade structures (roof areas as well as window
areas reflectin TIR-radiation were excluded),
obtained from a total of 12 million 3D points.
The accuracy value contains the actual mea-
surement error of SfM coordinates as well as
the representation error from the sampling pro-
cess.

6.4 Discussion

These external precision figure obtained from
a comparison of the 3D point cloud as a re-
sult from dense matching with data acquired
by terrestrial laser scanning constitute a rather
rigorous accuracy check - and they are surpris-
ingly good, considering the fact thatit is purely
based on data of a thermal camera with small
sensor format as well as specifi contrast and
texture conditions. The results obtained from
signalised reference points (section 6.2) con-
fir these figures Surprisingly, the internal
precision figure obtained from processing the
“black box” SfM project data with our own bun-
dle adjustment are much worse. This can be

explained by the fact that the SEM project data
were not filtere and that the dataset also con-
tained points in occluded areas and on vegeta-
tion, which were excluded in the analysis in sec-
tion 6.3. Moreover, it should be noted that the
matching tools used to produce the sparse data
in section 6.1 (SIFT) and the dense representa-
tion tested in section 6.2 (dense image match-
ing) were different, with the SIFT operator de-
livering a high robustness, but a lower image
measurement precision.

7 Conclusion

The work presented here deals with reconstruct-
ing TIR-attributed 3D building fagades purely
from UAV-based thermal images. Structure
from motion techniques are used to estimate
camera orientations and 3D object point coor-
dinates without any initial information. The
results are very promising: The fagades of a
courtyard of a building complex could com-
pletely be represented by a dense 3D point
cloud consisting of about 12 million points.
The RMSE of the TIR-attributed 3D points was
found to be less than 20 mm in a comparison
with terrestrial laser scanner data, the depth ac-
curacy is about 2/3 of the ground sampling dis-
tance.
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Future work should concentrate on the ra-
diometric resampling process. The data qual-
ity may be improved by considering the 3D ob-
ject geometry in the resampling and correction
of thermal attributes. The radiometricaccuracy
potential should also be investigated.
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