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Summary: Many fragile antiques have already
been broken when being discovered at archaeologi-
cal sites. Such antiques are a precious part of our
cultural heritage. However, the fragments cannot
be effectively interpreted and studied unless they
are successfully reassembled. Additionally, there
still exist many problems in the reassembly proce-
dure in existing methods, such as numerical insta-
bilities of curvature and torsion based methods, the
limitations of geometric assumptions, the error ac-
cumulation of pairwise matching approaches, etc.
Regarding these problems, this paper proposes an
approach to match the fragments to each other for
their original 3D reconstruction. Instead of curva-
tures and torsions, the approach is based on estab-
lishing a local Cartesian coordinate system at every
point of the 3D contour curves. First of all, the 3D
meshes of the fragments are acquired by a struc-
tured-light based method, with the corresponding
3D contour curves extracted from the outer bound-
aries. The contour curves are matched and aligned
to each other by estimating all the possible 3D rigid
transformations of the curve pairs based on the lo-
cal Cartesian coordinate systems, and then the
maximum likelihood rigid transformations are se-
lected. Finally, a global refinement is introduced to
adjust the alignment errors and improve the final
reassembling accuracy. Experiments with several
groups of fragments suggest that this approach can-
not only match and align fragments effectively, but
also improve the accuracy significantly, which
promises the potential to be able to apply it to frag-
ments in cultural heritage. Comparing with the
original 3D model acquired before being broken,
the final reassembling accuracy reaches 0.47 mm.

Zusammenfassung: Zusammenfügen dünner 3D-
Fragmente mit unbekannter Geometrie in der
Denkmalpflege. Viele antike Fundstücke sind bei
ihrer Ausgrabung bereits zerbrochen. Solche Fund-
stücke sind ein wertvoller Teil unseres Kulturerbes.
Die Fragmente können jedoch nicht effektiv inter-
pretiert und studiert werden, solange sie nicht er-
folgreich wieder zusammengesetzt worden sind.
Bei diesem Zusammenfügen haben aktuelle Ver-
fahren noch viele Probleme, z.B. die numerische
Instabilitäten bei auf Krümmung und Torsion ba-
sierenden Methoden, die Limitierungen durch An-
nahmen über die Objektgeometrie oder das kumu-
lative Anwachsen der Fehler bei paarweiser Anpas-
sung der Teile. In diesem Artikel wird eine neue
Methode für das Zusammenfügen solcher Frag-
mente vorgestellt. Statt auf Krümmung und Torsi-
on beruht dieser Ansatz auf der Definition lokaler
kartesischer Koordinatensysteme an jedem Punkt
der 3D Konturlinien der Fragmente, welche dazu
genutzt werden, um die Linien miteinander zu ver-
knüpfen und dadurch das Gesamtobjekt zusam-
menzustellen. Zunächst werden digitale Oberflä-
chenmodelle durch ein auf strukturiertem Licht
basierenden Verfahren erfasst und danach die 3D-
Konturlinien aus den Außenkonturen der Modelle
extrahiert. Anschließend werden die Konturlinien
unter Einbeziehung aller möglichen starren 3D-
Transformationen zwischen Punkten auf Kurven-
paaren basierend auf den lokalen kartesischen Ko-
ordinaten einander zugeordnet und ausgerichtet.
Dabei wird für die Auswahl der am besten passen-
den Lösungen die Maximum-Likelihood-Methode
angewendet. Um die Genauigkeit der Rekombinati-
on zu erhöhen, werden im Zuge einer globalen Aus-
gleichung kumulative Fehler iterativ beseitigt. In
mehreren Experimenten mit verschiedenen Grup-
pen von Fragmenten zeigte sich, dass durch diese
Methode nicht nur die dünnen Fragmente der Fund-
stücke effektiv wieder zusammengesetzt werden
konnten, sondern auch die Genauigkeit der wieder
zusammengefügten Objekte deutlich gesteigert
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von 0,47 mm erreichen. Das zeigt das vielverspre-
chende Potenzial dieser Methode für die praktische
Anwendung in der Denkmalpflege.

werden konnte. Im Vergleich zum ursprünglichen
3DModell, das vor dem Zerbrechen erstellt worden
war, ließ sich eine Genauigkeit der Rekombination

1 Introduction

A large quantity of fragile antiques may be
found at archaeological sites. Such antiques
are a precious part of our cultural heritage, but
they are often discovered in broken form due
to having been buried for a long time and due
to their fragility. They must be reassembled
before any other academic procedures. For ex-
ample, the site’s chronology, the population’s
socioeconomic standards, or even the extent
of local or international trade can be indicated
by potteries or vessels reconstructed from the
found shards. However, most 3D fragments
are reassembled and restored manually, so the
task requires tedious work from archaeolo-
gists and restoration personnel. Thus, a lot of
ancient artifacts from fragments found at ar-
chaeological sites remain unstudied. Further-
more, the reassembling effects always turn out
to depend on the personal experience of the in-
volved archaeologists and restoration person-
nel, and the excavated fragments are vulner-
able in case of any wrong manual operation.
Computer technology can be used to auto-

matically or semi-automatically reassemble
such fragments without the risk of damage.
However, it is still very challenging to do so
because the fragments are thin and do not have
surfaces suitable for matching. That is, only
the contour curves of the fragments can be uti-
lized for matching and the alignment of adja-
cent shards. Although there are many methods
dealing with such challenges, they have some
disadvantages nonetheless. For example, in
order to simplifiy the problem and to improve
robustness, some authors (COOPER et al. 2001,
WILLIS & COOPER 2004, KAMPEL et al. 2002,
RAZDAN et al. 2001) imposed the assumption
of a global model with known geometry to
the original object, e.g. assuming the object
to be axially symmetric. Such an assumption
may not be fulfilled in many cases. Methods
relying on representing the curve with shape
feature strings, such as curvatures and tor-
sions (KONG & KIMIA 2001, ÜÇOLUK & HAKKI

TOROSLU 1999, GRUEN & AKCA 2005, OXHOLM
& NISHINO 2013) are fast. But the main prob-
lem is that the computation of curvature and
torsion involves up to third-order derivatives,
which is sensitive to noise and local discon-
tinuity (WILLIS & COOPER 2008). In addition,
the alignment after the matching process
necessarily suffers from error accumulation,
because it usually relies on a pairwise ap-
proach. Even the extension of the pairwise
approach (COOPER et al. 2001, KONG & KIMIA
2001), which delays the alignment phase un-
til clusters of three matching fragments have
been found, cannot completely improve the
alignment accuracy due to local optimiza-
tion.WILLIS & COOPER (2008) have provided a
detailed survey of the state-of-the-art in both
automatic and semi-automatic ancient artifact
reconstruction systems, including almost all
of the current 2D and 3D artifact reconstruc-
tion methods and their extensions. However,
as is pointed out by WILLIS & COOPER (2008),
there are still some aspects to be improved in
the future, such as the efficiency, the incorpo-
ration of more available information, the de-
velopment of an information-theoretic basis
for searching compatible matches, etc.
PAPAIOANNOU & KARABASSI (2003) com-

bined curve matching techniques with a sur-
face matching algorithm to estimate the po-
sitioning and respective matching error for
the joining of three-dimensional fragmented
objects. FILIPPAS & GEORGOPOULOS (2013) pre-
sented the Fragmatch Algorithm that accepted
data point clouds as input, i.e. X, Y, and Z for
each point of the broken surfaces and not of
the whole fragment. HUANG et al. (2006) also
presented a system for automatic reassembly
of broken 3D solids, in which they developed
several new techniques in the area of geom-
etry processing, including the novel integral
invariants for computing multi-scale surface
characteristics, registration based on forward
search techniques and surface consistency,
and a non-penetrating iterative closest point
algorithm. BROWN et al. (2008) focused on the
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ly by utilizing the core functionality of the it-
erative closest point (ICP) algorithm (BESL &
MCKAY 1992). But instead of OXHOLM and NI-
SHINO’s original approach that iterates between
optimizing the transformations and updating
the correspondences of a subset (OXHOLM &
NISHINO 2013), this paper takes advantage of
the idea of adjustment (TRIGGS et al. 2000) in
photogrammetry, which optimizes the trans-
formations of all the fragments in each itera-
tion. In other words, considering the practical
necessity of reconstruction of antiques from
3D thin fragments found at archaeological
sites, this paper aims to propose an approach
to reassemble and reconstruct 3D thin frag-
ments without known geometric shape as-
sumption. The proposed method has the po-
tential to be applied to the restoration of cul-
tural relics from 3D thin fragments with an ac-
ceptable accuracy.
In the following sections, this paper will

introduce the proposed approach according
to the organization as shown in Fig. 1, includ-
ing data acquisition and pre-processing, initial
matching and alignment, global refinement,
followed by experiments and an evaluation.

specific problem of documenting and recon-
structing fragments of wall paintings from
the site of Akrotiri on the volcanic island of
Thera. They take advantage of the fragments’
flat front surfaces to limit their search space to
planar transformations.
In general, fragments found at archaeologi-

cal sites can be divided into two categories:
thick and thin fragments. Current research on
fragment reassembling can also be divided
into aiming at thick and aiming at thin frag-
ments accordingly. This paper focuses on the
assembling of 3D thin shards, which cannot be
converted into a 2D problem. In other words,
an approach is put forward to match and align
the shards for recovering their original 3D
shapes, which is based on establishing local
Cartesian coordinates at every point of the
contour curves. The approach is free from any
geometry assumption about the original shape
and computation of curvatures and torsions.
The initial matching and alignment of the pro-
posed approach are both based on a pairwise
estimation of the transformations between
fragments. Besides, similar to OXHOLM & NI-
SHINO (2013), the alignment is refined global-

Fig. 1: Paper organizational structure.
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quisition, one broken bowl is shown in Fig. 3,
where (a) is the original fragments’ photo,
and (b) is a visualisation of the corresponding
point clouds rendered by their normals.
Note that although our reassembly ap-

proach only needs the contours to match the
fragments, we need the neighbouring points to
estimate the normal of each point of the con-
tours, as described in the next section.
As one of the most important operations of

our reassembly approach, contour curves are
extracted after the normal estimation is fin-
ished. In this paper, an angle criterion that is
similar to GUMHOLD et al. (2001) is employed
to extract coarse contour curve points. Details
are as follows:
1) For each point P in one point cloud, we
project P and its neighbours into a xy-co-
ordinate system orthogonal to the normal
direction, where P is the origin.

2) Let β be the maximum angle interval that
does not contain any neighbour point in
the defined xy-coordinate system. The
bigger β is, the higher is the probability
that P is a contour curve point.
If β is larger than a threshold, i.e. 90° in this

paper, the corresponding point P is selected as
a candidate contour curve point.
It is obvious that coarse contour curve

points are unorganized, and errors are inevi-
table, as is shown in Fig. 3c. In order to esti-
mate the arc length of contour curves for the
following contour curve matching, we need to
discard errors and order contour curve points
properly as follows:
1) Let G = (V, E) be a graph, where V cor-
responds to the set of all contour candi-
date points, each edge e ∈ E connects a

2 Data Acquisition and Pre-
Processing

Three-dimensional measurement and recon-
struction of fragments, which is the prereq-
uisite for reassembling fragments in cultural
heritage research, is based on accurate extrac-
tion of the fragments’ geometry information.
In general, any commercially available 3-D
laser-scanners are able to digitize fragments.
Particularly, with its abilities to acquire reli-
able, precise, and dense point clouds at a low
cost even when objects lack texture, the struc-
tured-light based method is chosen in our ex-
periments to extract the fragments’ geometry.
Many existing structured-light based methods
can be used. We utilize the system developed
by ZHENG et al. (2012) for that purpose (Fig. 2).
After the acquisition of the point cloud, we
need to further estimate the surface normals
and extract the contour curves for reassem-
bling the fragments.
Like most surface normal estimation

schemes (HUANG et al. 2009, RUSU 2010), we
also make use of principal component analysis
(PCA) (RUSU 2010). As the orientation of the
normals computed via PCA is ambiguous, i.e.
each normal can direct to two different direc-
tions, we need some additional work to com-
pute a consistent normal orientation, and the
problem turns out to be very difficult in gen-
eral. Fortunately, in this paper, we employed
a structured-light based system for the data
acquisition, so each viewpoint of the point
clouds is known as the projective centre of the
corresponding camera. As a result, the nor-
mals can be consistently oriented towards the
known viewpoint. As an example of data ac-

Fig. 2: Structured-light scanning system (ZHENG et al. 2012).
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We just make use of these original ordered
points instead of the curvatures and torsions
to represent the contour curves, thus avoiding
the computation of curvatures and torsions.

3 Initial Matching and Alignment

To measure the degree of correspondence be-
tween one 3D contour curve and another, a lo-
cal coordinate system is firstly established at
each point of the contour curves (section 3.1).
After that, a new similarity measure is used to
find pairs of potentially matching fragments
(section 3.2). Based on this similarity meas-
ure, we apply a pairwise strategy to find the
initial matching and alignment of the frag-
ments, i.e. we calculate the similarity meas-
ure for every pair of the contour curves of the

point P ∈ V to another point Q ∈ V in the
neighbourhood of P, and the correspond-
ing weightW(e) of e is the length of PQ i.e.
W(e) = |PQ|.

2) Find the minimum weighted spanning tree
T(G) of G, and replace each edge weight
of the minimum weighted spanning tree
by 1.

3) Find all shortest paths between any pair of
vertices in T(G) – we use the Floyd-War-
shall algorithm (FLOYD 1962) in our exper-
iments – and then select the path that has
the maximum path length as the final ex-
tracted contour curve. As a result, the con-
tour curve points can also be ordered along
the path.
As can be seen in Fig. 3c, the errors can be

successfully excluded in the final ordered con-
tour curves in comparison to the initial ones.

Fig. 3: Geometry information of one broken bowl acquired by a structured-light system: (a) Origi-
nal fragments of the broken bowl, (b) Point clouds of the fragments rendered by their normals, (c)
Coarse and final ordered contour curves, where red points are the discarded errors.
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defined by the cross product of z axis and x
axis with the right hand rule, as is shown in
the right of Fig. 4.

3.2 Pairwise and Multi-piece
Matching

Once the local Cartesian coordinate systems
are established, the initial pairwise matches
of fragments can be found based on the local
Cartesian coordinates of the contour curves.
When we find a pair of matching points lo-
cated in two different contour curves, we can
estimate the three-dimensional rigid transfor-
mation between the two curves according to
the local Cartesian coordinates of the match-
ing points. Our pairwise matching algorithm
is based on this principle, i.e. we define the
similarity measurement from one fragment
contour curve to another and design the ini-
tial matching and alignment of the fragments
as follows:

1) For each pair of fragments, we test all
combinations of pairs of contours, i.e. for
any two contour curve points of the pair, a
rigid transformation is estimated accord-
ing to the corresponding local Cartesian
coordinate systems of the point pair, in
which the local system of the first frag-
ment is selected as the origin. Then the
two contour curves are converted to the
same coordinate system by the estimated
rigid transformation.

2) For any point Pi located in one of the con-
verted curves, we search the nearest point
Qi from the other curve, and then the dis-
tance di is calculated as follows:

fragments, and then construct a graph to en-
code the matching degree of all pairs of the
contour curves. In the graph, nodes represent
individual contour curves of the fragments,
and each pair of nodes is connected by an edge
weighted by the matching degree of the corre-
sponding two contour curves. As a result, we
can find the maximum likelihood matching
of the fragments by generating the maximum
weighted spanning tree of the graph, and fur-
thermore estimate the initial transformations
of the fragments according to the maximum
weighted spanning tree.

3.1 Establishment of a Local
Coordinate System

When 3D contour curves are extracted suc-
cessfully, every curve point is associated with
a unique normal, which is estimated earlier
in the course of normal estimation and con-
tour curve extraction, as is shown in the left
of Fig. 4. In order to establish local Cartesian
coordinate systems for matching and align-
ment, the tangent at a curve point is estimated
by line fitting based on curve points located
in the neighbourhood of that point. After that,
the tangential directions of one contour curve
are chosen in a way to make sure that the con-
tour curve goes counter-clockwise around the
region of the corresponding point cloud, as is
shown in the middle of Fig. 4. The local Car-
tesian coordinate system can be successfully
established by the normal and the tangent at
the corresponding point: The position of the
point is defined as the coordinate origin, the
tangent is defined as the x axis, the normal is
defined as the z axis, and the y axis is finally

Fig. 4: The establishment of a local Cartesian coordinate system.
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imum likelihood alignment of the curve pair
because of step (1) above.
In order to align the fragments to a com-

mon coordinate system (multi-piece match-
ing), we proceed as follows. As soon as all
matching degrees have been calculated, we
build a graph in which each vertex represents
an individual contour curve, and each pair of
the vertices is connected by an edge weight-
ed by the matching degree. We only need n–1
pairs of pairwise matchings to align the frag-
ments to a common coordinate system, where
n is the number of the fragments of an ob-
ject. In other words, in order to find the max-
imum likelihood matching and alignment of
the fragments, the maximum weighted span-
ning tree of the graph is generated, and then
the transformations of the fragments to a com-
mon coordinate system are estimated based on
the spanning tree. An example of the match-
ing and alignment corresponding to the data
in Fig. 3 is shown in Fig. 5a and b.
The above process illustrates the basic steps

of pairwise matching and alignment, and its
feasibility can be seen in Fig. 5. However,
there are still some problems needed to solve
for more common fragment reassembly, such
as the computation of each point pair of the
curves is time consuming, and the trouble in
reassembling of multi-object fragments. In the
following sections, we will further introduce
our improvements in solving these problems.

3.3 Sampling Contour Curve Points
to Reduce the Computational
Complexity

Intuitively, we apply down-sampling of the
contour curve points to reduce the computa-

id = −i iP Q (1)

Finally, we make use of a fixed threshold –
about 6 times of the average distance between
points on the contour or 2.0 mm in this paper
– to distinguish the outliers from the inliers
of the matching. The outliers and the inliers
are respectively signed O and I in the follow
sections.

3) After that, the arc length along the trajec-
tory of the inliers is estimated. The sim-
ilarity measure proposed in this paper is
defined by (2):
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where c is a constant which is used to avoid the
denominator becoming zero under the ideal
condition that all residuals are zeroes, and N
is the number of the inliers. As the contour
curves have been ordered in pre-processing
(cf. section 2), the arc length Li can be easi-
ly estimated by adding up all adjacent point
pairs’ Euclidean distances along the inliers ac-
cording to the order.

4) The matching degree D of this pair of
fragments is then computed by finding the
maximum gi value of the contour curve
pair:

{ }max ii
D g= (3)

It should be noted that when we find the maxi-
mum gi value, we can also acquire the max-

Fig. 5: Pairwise and multi-piece matching examples. (a) Examples for pairwise matching and
alignment, (b) Initial multi-piece matching.
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points. A typical sampling example can be
seen in Fig. 6b, in which 1.199 contour curve
points are down-sampled to 72 points.

3.4 Dealing with Wrong Matches of
Single- or Multi-Object Fragment
Reassembly

In order to deal with wrong matches of sin-
gle- or multi-object fragment reassembly, we
would like to improve our strategy after the
pairwise matching process described in sec-
tion 3.2. To facilitate the further discussion,
the weighted graph that encodes the pairwise
matching is denoted by G’ = (V’, E’) in the
following sections, where V’ is the set of con-
tour curves, the set of edges E’ is based on
matching pairs of the contour curves, and ac-
cording to section 3.2, each edge is weighted
by the matching degree defined by (3).
Because it is impossible to know how many

objects can be assembled from the given frag-
ments before the reassembling is finished, it
is important to identify errors in the pairwise
matching and alignments. However, although
almost all correct matching pairs have a lar-
ger matching degree than the errors, there is
a small quantity of erroneous matching pairs
also having high matching degrees, as is
shown in Fig. 7. It turns out to be very difficult
to automatically distinguish the errors from
correct matches.
For this reason, it is necessary to introduce

some amount of manual work to check the
matching results and discard the errors. To re-
duce the workload, we employ the following
strategy:

tional complexity of the proposed approach.
In order to make sure that the down-sampling
imposes no significant negative effect on the
matching process, we only keep points that
have the maximum curvature in a local sense
to perform the matching process. However,
as is known, almost all curvature and torsion
computations suffer from numerical instabili-
ties. Fortunately, we only need a coarse esti-
mation of the curvatures and thus we can cal-
culate the average curvature as proposed by
GUMHOLD et al. (2001):

1) For each point P find two points A and B
so that the arc length A⁀P = P⁀B = s where s
is a given constant arc length, i.e. 3.0 mm
in the experiments (about 8 times of the
average distance between points on the
contour).

2) Calculate the Euclidean distance between
points A and B, i.e. d = |AB|.

3) Calculate the Euclidean distance h from
point P to line AB, as is shown in Fig. 6a.

4) Finally, similar to GUMHOLD et al. (2001),
the average curvature κ of point P can be
estimated using the following equation:

2 2
2 16

4
s sh
R d h

κ θ= ≈ =
+

(4)

Once the average curvatures of the contour
curve points have been estimated based on (4),
the contour curve points can be down-sampled
by keeping only points that correspond to lo-
cal maxima of the average curvature. Con-
sequently, we only need to check the points
of the down-sampled sets to find potential
matches, with the matching degrees still being
calculated based on the original contour curve

Fig. 6: Down-sampling the contour curve based on local average curvature. (a) Average curvature
estimation, (b) Down sampling example.
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the alignment errors are iteratively and glob-
ally adjusted by a least-square method.
Suppose Ri and Ti are the rotation matrix

and the translation vector, respectively, of the
rigid transformation to the common coordi-
nate system of the i-th fragment, which have
been estimated by the initial matching and
alignment proposed in section 3, i.e.

g i l iP = R P +T (5)

g i ln = R n (6)

where Pl is one point in the i-th fragment, Pg
is the corresponding point in the common co-
ordinate system, and nl and ng are the corres-
ponding normal vectors.
In order to adjust the alignment errors effec-

tively, we need to search for the nearest points
of a given point from other contour curves ac-
cording to the current alignment. Suppose that
Pl(i) is one point in the i-th contour curve of the
fragments, we can convert it to the coordinate
system of the j-th contour curve using the fol-
lowing equation:

⎡ ⎤⎣ ⎦
(j) T (i)
l j i l i jP = R R P +T - T (7)

The nearest point to Pl(j) is easy to be found in
the j-th contour curve according to the coor-
dinate system of the j-th fragment. Then our
least-square method is equivalent to searching
the minimum of the following function:
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(8)

1) For each vertex of G’, we order the cor-
responding incidence edges according to
their weights.

2) We check whether the edges correspond
to correct matches interactively: For each
vertex, only a certain percentage of the
incidence edges with the largest weights
have to be checked. That is, if a certain
percentage of the incidence edges prove to
be correct matching pairs, then the check-
ing work of this vertex can stop, and the
user can go on to check other vertices.
Besides, all the edges that found to cor-
respond to correct matching pairs are la-
belled as “correct” in this step.

3) When all the vertices are checked, we dis-
card all the edges that are not labelled to be
correct, so a new graph G’’ = (V’, E’’) can
be induced from the graph G’. This graph
G’’ has the same vertices as the graph G’,
and E’’ is the edge subset consisting only
of the correct matching pairs.

According to the construction of graph
G’’, each connected component of G’’ corre-
sponds to a possible reassembly object, so we
can extract all the connected components to
find the number of the reassembly objects. For
each connected component, we can easily find
the maximum likelihood matching and align-
ment through its maximum weighted span-
ning tree, which is similar to the process de-
scribed in section 3.2.

4 Global Refinement

Due to the employment of pairwise matching
strategy, the matching and alignment suffers
from serious error accumulation, as is shown
in Fig. 9a. For the sake of a higher accuracy,

Fig. 7: Example of a false matched pair that has produced a large matching degree.
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5 Experiments and Evaluation

5.1 Single Object Experiments

The proposed method has been tested on two
additional groups of thin fragments to verify
the effectiveness of the proposed reassembly
approach. As is shown in Fig. 10, our exper-
imental data contains three groups of frag-
ments, namely Data I (5 pieces), Data II (4
pieces), and Data III (12 pieces); note that the
broken bowl in Data II was used to illustrate
our methodology in the previous sections. The
experimental results of reassembling of Data
II have already been illustrated in Fig. 9. The
results of Data I and Data III are shown in
Figs. 11 and 12 respectively. These results in-
dicate that the proposed approach appears to
be applicable and that the results are signifi-
cantly improved due to the introduction of our
global refinement. What is more, as original
three-dimensional geometry models of our
experimental data have been constructed be-
fore the corresponding objects were broken,
we can assess the reconstruction results quan-
titatively in section 5.3, which will further
support the mentioned conclusion.

5.2 Multi-Object Experiments

As described in section 3.4, we need to intro-
duce some amount of manual work to check
the matching results and discard the errors
interactively. This strategy divides the multi-
object reassembling problem into several sub-
problems after the pairwise matching, so that
the proposed global refinement process can
be applied to tackle the sub-problems, as is
shown in Fig. 13. In the experiment, we mixed

where w is the weight for the first term of the
function, which is between 0 and 1, Pl(i) and
Pl(j) are the nearest pairs of points in the i-th
and the j-th fragment respectively, Pg(i) and Pg(j)
are the point coordinates corresponding to Pl(i)
and Pl(j) in the estimated common coordinate
system, and nl(i), nl(j), ng(i), and ng(j) are the cor-
responding normals.
The global refinement by adjusting the

alignment errors is summarized in the dia-
gram in Fig. 8.
The global refinement reduces the match-

ing and alignment errors, as is shown in Fig. 9.
Note that we can also employ the above global
refinement process to deal with the multi-ob-
ject fragment reassembling problem, because
the multi-object fragments can be divided into
several connected components according to
section 3.4, and the components can be pro-
cessed individually.

Fig. 8: Diagram of global refinement. Nearest
Neighbour Search: For every point Pl

(i) in one of
the contour curves, its nearest point is
searched from other contour curves. If the dis-
tance to each other are larger than a given
threshold (about 6 times of the average dis-
tance or 2.0 mm in this paper), the nearest
point pair is discarded as a gross error.

Fig. 9: Global refinement result: (a) Initial multi-piece matching, (b) Global refinement.
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Fig. 10: Experimental data.

Fig. 11: Reassembling result of data I.

Fig. 12: Reassembling result of data III.
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experiments for every component (less than
105 pairs are manually checked in Fig. 13).

5.3 Evaluation

In order to assess the external accuracy of the
proposed approach, we firstly make use of the

the three fragment sets, and then employed
the proposed multi-object strategy to extract
different objects through finding all the con-
nected components of the induced sub-graph
of the pairwise matching graph. Fig. 13 shows
that the three different objects are successful-
ly reassembled and the final global refinement
promises the same effects as the single object

Fig. 13: Multi-object reassembling procedure and result.
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Fig. 14: Alignment errors, where (a), (b), and (c) illustrate the error distributions with respect to
DataⅠ, DataⅡ, and Data Ⅲ before the global refinement, and then (d), (e), and (f) illustrate the
corresponding error distributions after the global refinement.

Fig. 15: Error distribution of results.

Tab. 1: Statistics of reassembling errors before and after global refinement (mm).

Item
Coarse result Global refinement

RMSE Mean Min Max RMSE Mean Min Max

DataⅠ 0.64 -0.173 -4.28 1.92 0.13 -0.001 -1.52 1.13

DataⅡ 0.65 0.129 -1.84 4.39 0.16 -0.014 -1.74 1.88

DataⅢ 1.12 -0.244 -12.05 7.86 0.47 -0.040 -1.99 1.66
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In summary, the proposed method is able to
successfully reassemble the fragments of all
test datasets. Moreover, the accuracies are sig-
nificantly improved due to the introduction of
the global refinement. Original models have
also been constructed by the same structured-
light scanning system, thus they have the same
accuracy as each of the fragments. As the data
is acquired at a distance of about 60 cm, the
accuracy of the data is about 0.07 mm (about
0.10 mm while comparing two models) ac-
cording to the reports of ZHENG et al. (2012).
However, RMSEs of Data I, Data II, and Data
III are 0.13 mm, 0.16 mm, and 0.47 mm re-
spectively after the global refinement, which
are larger than the structured-light scanning
system’s accuracy, but much less than the ac-
curacies before the global refinement. There
are four main reasons why RMSEs are larg-
er than the structured-light scanning system’s
accuracy:
1) The presence of some damages in each
fragments, e.g. losing of some small
shards, losing of parts of the contour
curves, and parts of the edges being round,
etc.

2) The contour curves cannot supply as much
information as usual surface-based ICP to
reassemble and align the fragments. How-
ever, contour curves are generally the only
constraints that can be used to reassemble
the fragments.

3) The average sampling distance of each
of our experimental data ranges from
0.30 mm to 0.45 mm, and the extracted
contour curve points cannot always locate
in the true edges of the fragments, thus the
accuracy of the contour curves is expected

ICP algorithm (BESL & MCKAY 1992) to align
the 3D model reassembled by the proposed
approach with the original 3D model acquired
before being broken. After that, errors are de-
termined by estimating the directed distanc-
es from each point in the reassembled model
to the original model’s surface. Specifically,
for each point in the reassembled model, we
search the nearest point in the original mod-
el. Then the local tangent plane of the near-
est point is obtained, taking into consideration
the corresponding normal. Finally, the cor-
responding error is estimated by the directed
distance from the point of the original reas-
sembled model to the local tangent plane.
To exhibit the error distributions of dif-

ferent data before and after the global refine-
ment, we render the errors of the reassembled
models with false colours, as shown in Fig. 14.
Furthermore, errors of Data I, Data II, and
Data III are illustrated by their distribution in
Fig. 15, where we can find that when the spa-
tial information is ignored, errors of the test
data are consistent with normal distributions
before and after the global refinement. Ac-
cordingly, statistics of the reassembling errors
are calculated and shown in Tab. 1 in detail.
Tab. 1 shows that the root-mean-square error
(RMSE) of Data I, Data II, and Data III can
reach 0.13 mm, 0.16 mm, and 0.47 mm respec-
tively. The RMSE here is calculated by the fol-
lowing equation:
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i

i
RMSE e

N
= ∑ (9)

where ei is the i-th point error of the reassem-
bled model, and N is the number of errors.

Tab. 2: Computation times for different stages of our algorithm.

MO TO (s/pair) MS TS (s/pair) TG (s)

Data I 1249 -- 70 22.3 4.2

Data II 806 2655.2 48 8.1 5.5

Data III 1638 -- 89 54.5 29.6

Mixed Data 1366 -- 75 42.2 39.3

MO = Mean number of curvature points, TO = Mean processing time of pairwise matching, MS = Mean
number of sampled curvature points, TS = Mean processing time of pairwise matching based on sampled
contour points, TG = Mean processing time of global refinement, Mixed Data= Multi-object experiments’
data, and “--” indicates that the time is more than 3600.0 s (one hour).
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od to adjust the errors and improve the reas-
sembling accuracy. Finally, experiments with
several groups of fragments suggest that the
proposed approach is able to align fragments
successfully. Comparing the reassembled 3D
model with the original one, the accuracy of
the final model reaches acceptable dimensions
(maximum of 0.47 mm) by integrating global
refinement. This promises the potential of the
proposed method to reassemble thin 3D frag-
ments in archaeological sites. Besides, several
schemes are also proposed in this paper to re-
duce the computational complexity and adapt
our method to multi-object cases, and they are
also shown to be feasible in the experiments.
However, further research is still needed

in order to apply our method to more realistic
reassembling projects. For example, because
the computation will increase with an increas-
ing number of fragments, we need to further
improve the pairwise initial matching and
alignment strategy, e.g. using efficient match-
ing methods based on RANSAC (FISCHLER &
BOLLES 1981). Furthermore, it is necessary to
incorporate other information, e.g. texture,
colour, and meeting point of 3 contours, etc.,
to adapt to the case of multi-object fragments
for more automation. In a nutshell, this method
still needs improvement for more complex real
conditions in the future.
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