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Summary: This paper presents a new multiple
classifier system based on AdaBoost to overcome
the high dimensionality problem of hyperspectral
data. The hyperspectral data are first split into a
number of band clusters based on the similarities
between the contiguous bands, and each band
group is considered as an independent data source.
The redundant bands in each cluster are then re-
moved using branch and bound technique. Next, a
support vector machine (SVM) is applied to each
cluster and the outputs are combined using the
weights calculated in AdaBoost iterations. Experi-
mental results with AVIRIS and ROSIS datasets
clearly demonstrate the superiority of the proposed
algorithm in both overall and single class accura-
cies when compared to other multiple classifier sys-
tems. For AVIRIS data, which contains classes
with greater complexity and fewer available train-
ing samples, the differences between the overall
accuracies of the AdaBoost results are significantly
higher compared to those of the other methods, and
more pronounced than for the other dataset. In
terms of class accuracies, the proposed AdaBoost
approach also outperforms other methods in most
of the classes.

Zusammenfassung: Klassifizierung von Hyper-
spektraldaten mit einem multiplen Klassifizie-
rungssystem auf AdaBoost Basis. In diesem Bei-
trag wird ein neues multiples Klassifizierungssys-
tem auf AdaBoost Basis entwickelt, um das Prob-
lem der hohen Dimensionalitéit von Hyperspektral-
daten zu verringern. Die Hyperspektraldaten wer-
den zunidchst in eine Reihe von Spektralkanal-
Clustern unterteilt, welche auf Ahnlichkeiten in
benachbarten Kanilen beruhen. Jedes Cluster wird
als unabhingige Daten-Teilmenge fiir die weitere
Verarbeitung verwendet. Zunéchst werden die red-
undanten Kanile in jedem Cluster entfernt und je-
weils ein Support-Vector-Machine (SVM) Klassifi-
zierungsalgorithmus angewendet. Die Ergebnisse
werden gewichtet kombiniert, wobei die jeweiligen
Gewichte aus den AdaBoost Iterationen abgeleitet
werden. Experimentelle Ergebnisse mit AVIRIS
und ROSIS Datensitze zeigen deutlich die Uberle-
genheit des vorgeschlagenen Algorithmus im Ver-
gleich zu anderen multiplen Klassifizierungssyste-
men, sowohl bei der Klassifizierungsgenauigkeit
einzelner Klassen als auch bei der Gesamtgenauig-
keit. Fiir AVIRIS Daten, welche Klassen mit h6he-
rer Komplexitét enthalten und fur die weniger Trai-
ningsdaten zur Verfiigung stehen, sind die Gesamt-
genauigkeiten des AdaBoost Verfahrens signifi-
kant hoher und deutlich auffallender als bei dem
anderen verwendeten Datensatz. In Bezug auf die
Genauigkeit einzelner Klassen tibertrifft der vorge-
schlagene AdaBoost Ansatz die anderen Methoden
ebenfalls fiir die meisten Einzelklassen.

1 Introduction

Hyperspectral sensors make it possible to ob-
tain high-dimensional data with high spectral
and spatial resolutions, which makes discrimi-
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nation among similar land-cover classes eas-
ier. However, the large number of bands can
become a drawback when classifying hyper-
spectral data using statistical methods (LAND-
GREBE 2003, RicuarDs 2013). In other words,
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when the number of training samples is rela-
tively small with respect to the number of fea-
tures, the well-known problem of the curse
of dimensionality, also known as the Hughes
phenomenon, occurs (HuGHEs 1968). In this
situation, the model is overfitted to the train-
ing data and this can lead to poor generalisa-
tion capabilities for the classifier. In recent
years, extensive research has been performed
in the area of hyperspectral image classifica-
tion (CHi et al. 2008, XiE et al. 2011, ViLLA et
al. 2011).

One of the most popular and well-known
classification methods that have been suc-
cessfully applied on hyperspectral data are
support vector machines (SVMs). They were
demonstrated to perform better than, or at
least equivalently to, many other classifiers
when applied to hyperspectral data (Braun et
al. 2012, Camps-VaLLs & Bruzzone 2005, L1 et
al. 2013, TaArRaBALKA et al. 2010). Another cate-
gory of classification techniques that is highly
capable of classifying hyperspectral data are
multiple classifier systems (MCSs) or classi-
fier ensembles, which are used to make highly
accurate learning algorithms by combining a
set of moderately accurate classifiers (BrRIEM
et al. 2002, CEamanos et al. 2010, CHAN & Pa-
ELINCKX 2008). Among the ensemble methods,
one of the most popular ones is AdaBoost in-
troduced by FREUND & ScHAPIRE (1999), which
makes use of a set of component classifiers by
changing the weights of training samples dur-
ing the boosting iterations.

Because SVMs and AdaBoost work in dif-
ferent ways, combining them to benefit from
the capabilities of both seems desirable. It
has been demonstrated that the effectiveness
of ensemble methods, such as AdaBoost, de-
pends on both the accuracies of component
classifiers and the diversities between them:;
in other words, the ensemble classification
performance is only improved if the accu-
racy and diversity of ensemble classifiers are
well-balanced (Prasap & Bruck 2008, VALEN-
TINI & DIeETTERICH 2004). In our experiment,
diverse SVM classifiers are trained by split-
ting the hyperspectral bands into several band
groups based on the similarities between the
adjacent bands and removing the non-inform-
ative bands in each cluster and considering
the SVM applied on each set as a component

classifier in boosting. Because each band clus-
ter has different spectral properties, the SVM
classifiers applied to them seem to be diverse
enough to satisfy the ensemble system. One of
the main strengths of this technique in com-
parison to other ensemble methods is that for
each iteration in AdaBoost, the system will
concentrate on previously misclassified sam-
ples and attempt to learn them in different
parts of that data with different spectral char-
acteristics. In addition to this, SVM kernel pa-
rameters for each data cluster are defined ac-
cording to its characteristics. It is more rea-
sonable than using just only one pair of kernel
parameters for training the whole dataset. The
results of this system are subsequently com-
pared with another multiple classifier system
utilising majority voting to combine decisions
of SVM component classifiers applied on band
clusters (which is called the MV-SVM), a sin-
gle SVM applied on all bands of the datasets
(known as the SVM-AII in literature), and
a single SVM applied on the selected bands
from different clusters of datasets (the SVM-
Sel in this paper) in terms of overall, average
and single class accuracies, kappa parameters
and training times.

Following the introduction, the concepts of
band clustering of hyperspectral data, SVMs,
and MCSs are reviewed, respectively. Then,
the proposed AdaBoostSVM technique to
classify hyperspectral data is described in
section 2. To evaluate the performance of the
proposed algorithm and compare it with other
classification methods, the results of applying
these classifiers to two hyperspectral datasets
are presented in section 3. Lastly, in section
4 a general discussion and conclusions are
drawn.

1.1 Band Clustering

The aim of band clustering for hyperspectral
data is that adjacent highly correlated bands
should be merged into one group and bands
with little redundancy should be separated
into different groups (L1 et al. 2011). This pro-
cess guarantees that different subsets (clus-
ters) have spectral heterogeneity for further
tasks. In recent years, many studies have pro-
posed dividing hyperspectral bands into dif-
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ferent similar groups as a primary step for
feature selection. ZHAao and colleagues par-
titioned the hyperspectral data into several
groups using correlation coefficients. A non-
parametric clustering method was then used
to extract the joint spatial-spectral features
of the hyperspectral data (ZHao et al. 2011).
In MarTINEZ-Uso et al. (2007), the bands are
grouped using information measures such as
mutual information (MI) or the Kullback—
Leibler divergence to reduce data redundancy
and non-useful information. To calculate MI,
entropy and joint entropy measures of spec-
tral bands are calculated. If a discrete random
variable x has the probability density function
p(x), the entropy of X is defined as:

H(X) == p(x) log(p(x)) 0]

For two discrete random variables X and Y,
with joint probability density function p(x, y),
the joint entropy of X and Y is defined as:

HX,Y) = =) Y p(x.y)log(p(x.y) @

The MI is used to measure the correlation
between two random variables and it is de-
fined as:

MI(X,Y) = H(X) + H(Y) - H(X,Y)
= H(X) - HX[Y) 3)

The redundancy between two bands is
greater when the value of MI is larger (L1 et
al. 2011).

Guo et al. (2006) further found that when
the bands are highly correlated, the grouping
based on a simple criterion such as correlation
coefficient matrices or mutual information
by itself would not be suitable as a similarity
measure. The reason is that it can be low be-
cause either the two bands present a weak re-
lation (such as it should be desirable) or the
entropies of these variables are small (in such
a case, the variables contribute with little in-
formation). Considering this, in BIGDELI et al.
(2013) and Li et al. (2011) mutual information
is initially employed to partition the bands
into disjoint subspaces and a band selection
technique is then employed to search for the
optimal combination of bands.

After clustering, each cluster is normally
treated as a feature set in an ensemble clas-
sification system (BIGDELI et al. 2013, Liao &
Mooby 1999, MarTiNEZ-Uso et al. 2007).

1.2 SVMs

The aim of SVMs is to separate two classes
by fitting an optimal linear separating hyper-
plane to the training samples. The optimisa-
tion problem is being solved to maximise the
margins between the hyperplane. If the sam-
ples are not linearly separable in the original
space, kernel functions are used to map data
into higher dimension where they can be sep-
arated with linear decision functions. This
space is called Hilbert space (VAPNIK & VAPNIK
1998). The most widely used kernel in remote
sensing is the Gaussian radial basis function
(RBF) (BiGpELI et al. 2013, CEaMANOS et al.
2010, SAMADZADEGAN et al. 2012, SCHOLKOPF &
Smora 2001). For RBF-SVMs, the model pa-
rameters include the Gaussian width ¢ and the
regularisation parameter C. Because SVMs
are now very common in remote sensing com-
munities, we omit their principles and con-
cepts here. Instead, the reader is referred to
ScHoLkoPF & SmoLa (2001) and WATANACHATU-
RAPORN & ARORA (2004). SVMs are inherent-
ly binary classifiers, but they can be extended
to solve multiclass problems. One method for
this support is based on the combination of bi-
nary classifiers. These concepts, one-against-
one and one-against-all methods are demon-
strated in MELGANI & BruzzoNE (2004) and in
WATANACHATURAPORN & ARORA (2004).

SVMs work satisfactorily when small train-
ing sets are available on high-dimensional
feature spaces (PAL & MATHER 2006) and thus
have attracted increased attention in remotely
sensed hyperspectral communities. MELGANI
& BruzzonE (2004) applied SVMs for clas-
sification of hyperspectral data and obtained
better classification results compared to oth-
er common classification methods. In a work
presented by Braun et al. (2010), SVMs are
utilised to classify vegetation from hyperspec-
tral data and the results are compared with
other classifiers such as maximum likelihood
and spectral angle mapper. TARABALKA et al.
(2010) presented a method for spectral-spatial
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classification of hyperspectral images using
SVMs. These authors’ method offered im-
proved accuracy in comparison to some other
classification approaches.

1.3 MCSs

MCSs represent approaches that use more
than one classifier and combine their deci-
sions with the goal of achieving more accu-
rate results. These systems have been recently
reviewed in the context of remote sensing and
yield satisfactory results when dealing with
hyperspectral and multi-source data (CEAMA-
Nos et al. 2010, CHAN & PAELINCKX 2008).
Ensemble classification methods are di-
vided into two primary categories. In the first
group, different learning algorithms are ap-
plied on the same training set, and their de-
cisions are later combined (BENEDIKTSSON &
KaneLLoPoULOS 1999). The second approach
is based on only one learning algorithm, and
the ensemble is created by changing the train-
ing set or the feature subsets. The drawback of
ensembles using different learning algorithms
for analysis of hyperspectral data is that they
add greater computational burden to a proce-
dure already complicated by high-dimension-
al inputs (CHAN & PateLINCKkX 2008). As a re-
sult, in most remote sensing research based
on combining classifiers, the second concept
is utilised (BiGpELI et al. 2013, CaMPs-VALLS &
BruzzonE 2005, CEamanos et al. 2010).
Bagging (Bremman 1996) and boosting
(FREUND & ScHAPIRE 1999) are two main meth-
ods of the second approach and are reported to
be effective in increasing classification accu-
racy (OpeLT et al. 2006, VioLa & JonEgs 2001).
The most popular boosting algorithm is Ada-
Boost (adaptive boosting) which has been ex-
tensively used in different applications such as
remote sensing in recent years (CAMPS-VALLS
& BruzzoNe 2005, CHAN & ParLinckx 2008,
Frick et al. 2011). The algorithm takes a train-
ing set and a distribution or a set of weights
over the training set as inputs. AdaBoost then
calls the learning algorithm in a series of
rounds. With each round, the weights of in-
correctly classified examples are increased
such that the weak learner is forced to focus
on the hard examples in the training set. Fi-

nally, the classifiers of different iterations are
combined with weighted voting (FREUND &
ScHAPIRE 1999). AdaBoost is initially defined
to solve binary problems; however, it can be
generalised to perform multiclass classifica-
tions. The most straightforward generalisa-
tions are known as AdaBoost.M1, AdaBoost.
M2, and AdaBoost. MH (FREUND & SCHAPIRE
1999, ScHAPIRE & SINGER 1998).

1.4 Multiple Classifier Systems with
SVMs as Base Classifiers

The concepts of SVMs and MCSs are based
on different ideas. Nevertheless, the two ap-
proaches are not exclusive, and combining
them in a complementary approach seems
desirable (WAskE et al. 2010). Several studies
have tried to use SVMs in multiple classifier
systems (CEamanos et al. 2010, Li et al. 2008,
VALENTINI & DIETTERICH 2004). According to
these researches, the use of SVMs in ensem-
ble classifier systems seems to be controver-
sial (L1 et al. 2008); in several studies, the clas-
sification performance of ensembles is better
(BigpELn et al. 2013, Ceamanos et al. 2010),
whereas other research, the results of SVM
ensembles are not better than that of a single
SVM (Wang et al. 2009). In other words, it
seems that some considerations must be tak-
en into account when using SVMs as base
classifiers in an ensemble system. In VALEN-
TINI & DIETTERICH (2004), the effectiveness of
ensemble methods depends on the accuracy,
diversity and learning characteristics of base
learners. L1 and colleagues further proved that
the ensemble can exhibit a good performance
only when the accuracy and diversity of the
classifiers are well-balanced (L1 et al. 2008).
Diversity is one of the most important fac-
tors in the success of every ensemble classifier
system. Diversity means the errors of differ-
ent classifiers should be uncorrelated or dif-
ferent classifiers should create errors for dif-
ferent data samples (L1 et al. 2008, KUNCHE-
VA & WHITAKER 2003). The required diversi-
ty among the component classifiers in an en-
semble system can be satisfied by changing
the training samples (KUNCHEVA & WHITAKER
2003), thereby weakening the base classifiers
(WickRAMARATNA et al. 2001), or changing the



Pouria Ramzi et al., AdaBoost Ensemble Classifier System 31

feature sets (BIGDELI et al. 2013, CEaAMANOs et
al. 2010).

2 Proposed Method

In this paper, an AdaBoost ensemble classifi-
cation method based on SVMs as base classifi-
ers is proposed to classify the clusters extract-
ed from hyperspectral bands. An overview of
our proposed method is illustrated in Fig. 1.
The proposed strategy starts by splitting
the hyperspectral data into a few band clusters
based on MI between the contiguous bands.
Afterwards, the rough hyper-parameters for
each data source are calculated using a 5-fold
cross validation technique also known as grid
search. Because the bands in each cluster are
highly correlated, they may contain data re-
dundancies. To reduce the dimension of each
cluster, a band selection technique is applied,
and only the useful bands are retained in each
of the clusters. Among these feature selection
techniques, the optimal ones are the exhaus-
tive search and the branch and bound (BB) al-
gorithm (Guyon & Evissee 2003). When the
dimensionality of the original feature space
is large, the BB algorithm is preferred to the
exhaustive search methods. Exhaustive search
is only applicable for low-dimension problems
(L1 et al. 2011) because the number of possible
feature sets that need to be searched becomes
excessively large as the dimensionality of the
original feature space increases. Hence, simi-
lar to L1 et al. (2011), we utilise the adaptive
branch and bound (ABB) algorithm proposed
in NAKARIYAKUL & CASASENT (2007). Finally,

the results of the band selection stage together
with the rough kernel parameters for all the
clusters lead to the final decision in AdaBoost.

2.1 Feature/Band Selection

In our algorithm, the most informative set of
bands in each cluster is defined to maximise
the classification performance of each en-
semble classifier. Because the bands in each
cluster are highly correlated, they may con-
tain data redundancies. To reduce the dimen-
sion of each cluster, the adaptive branch and
bound (ABB) technique is applied, and only
the useful bands are retained in each cluster.
In the ABB algorithm, one band is pruned
each time, and an SVM classifier is trained
on the remaining bands. After all the bands
are pruned out or the minimum number of
bands is reached, the band combination with
the highest classification accuracy is chosen as
the final result. In this paper, similar to L1 et
al. (2011), the pruning process is stopped when
there are three bands left in each cluster.

2.2 Proposed AdaBoostSVM System

The main idea of our proposed AdaBoost-
SVM method is similar to that introduced in
Li et al. (2008). Nevertheless, there are major
differences between these two methods. As
mentioned before, the component classifiers in
AdaBoost must satisfy the classification accu-
racy/diversity balance to achieve an increased
performance. In L1 et al. (2008) the whole

AdaBoostSVM
T pana ||| ReFsvMs
| Cluster1 3 Fammeter I3 setection 1] 1% cluster
¥
Rough RBFSVMSs
Hyperspactral Paramet Section
i Cluster2 | et [ selection 1| 2 cluster
Lo Band »
Clustering H
W
r gand ||| REFSVMS
Cluster n al Farametor I3 setection [1*] n cluster

Fig. 1: An AdaBoostSVM system based on the band clustering of hyperspectral data (RBFSVM =

radial basis function support vector machine).
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dataset is used in different boosting iterations
and the required diversity for component clas-
sifiers is satisfied by changing the RBF kernel
parameter ¢ in different iterations. However,
in our proposed AdaBoostSVM method, the
component classifiers are diversified by using
different feature subsets in each of the itera-
tions and unlike L1 et al. (2008), only the op-
timum values of kernel parameters for each
band cluster are used to make the final deci-
sion.

The proposed AdaBoost algorithm takes a
training set (X) with labels (Y) in the form
{(XY))s- - »(XoYy)) and a distribution or a set
of weights over the training set w,' as inputs.
The weights are initially set to 1. Then, in
each boosting iteration the rough values of the
SVM kernel parameters for one of these clus-
ters are first calculated using a 5-fold cross-
validation technique. The search range for C
is (1 — 200) and for o is (0 — 20). This cross
validation and training of the SVMs are per-
formed using LibSVM (CHeN & Lin 2011). To
handle multiclass problems, a one-against-one
strategy is preferred to a one-against-all strat-
egy based on comparisons performed in Hsu
& LiN (2002). Next, the most informative set
of bands in that cluster are defined using the
ABB technique.

Because the performance of RBF-SVMs
strongly depends on ¢ (Li et al. 2008, VALEN-
TINI & DIETTERICH 2004), using a rough value
of C, the exact value of ¢ is determined in an
iterative manner for each SVM applied to one
subset of bands. This approach is much faster
than finding the best values of both parame-
ters at the same time while using techniques as
cross-validations. To do this, for each cluster
J, the kernel parameter o is decreased slightly,
and an RBF-SVM is applied on the training
set. The training error (g]) for each of these
classifiers (hi ‘) is calculated (4).

. . N . .
hicel =Y " wi[h] (x)#y] @)

The classifier with the lowest training error
is selected as the component classifier for this

cluster (5).

h; &, =min(e; ) ®)

If this training error is less than 0.5, the
weights of incorrectly classified training ex-
amples for this cluster will then be increased
such that the base classifier is forced to focus
on the hard examples in the training set of the
next band clusters (6).

Wit = Wijexp(_a‘j[hj(xi);tYi])
i = C

J

©)

where Cj is a normalization constant:
C = ZLW“I =1. The weight of the compo-

1

nent classifiers are then calculated by (7).

_ll l_ej
(xj—zn N (7)

J

And finally, after all boosting iterations, the
classifiers h,,...,h, are combined with weight-
ed voting (8).

no. of clusters (T)

f(x) = max (¥ o (x)) ®)

As mentioned earlier, there are many modi-
fications to generalise AdaBoost algorithm to
support multiclass problems. These methods
are evaluated in this research work and did not
observe a meaningful difference in their per-
formance. Thus, in the rest of this paper, Ada-
Boost.M2 has been used since it is faster and
easier to implement.

3 Experimental Results

In this section, we evaluate our proposed
methods by two real hyperspectral datasets.
Our experimental analysis is organized into
two main experiments. In the first experiment,
the effectiveness of our algorithm is evalu-
ated in comparison to some other classifica-
tion strategies applied to hyperspectral data.
The second experiment aims at analyzing the
effect of training sample size on the perfor-
mance of the utilised methods.
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3.1 Datasets

To evaluate the potential of the proposed me-
thods, two hyperspectral datasets which are
acquired by the AVIRIS (Airborne Visible/In-
frared Imaging Spectrometer) sensor and the
ROSIS-3 (Reflective Optics System Imaging
Spectrometer) sensor are used. The first data-
set of AVIRIS is known for the complexity
of the conveyed classification problem which
covers an area of mixed agriculture and for-
est landscape in the Indian Pine area and was
collected in June 1992 (WATANACHATURAPORN
& Arora 2004). The size of this image data
is 145x145 pixels and the scene comprises 220
spectral channels with the nominal spectral
resolution of 10 nm, a moderate spatial reso-
lution of 20 m by pixel, and 16bit radiometric
resolution. After an initial screening, several
spectral bands were removed from the dataset
due to noise and water absorption phenomena,
leaving a total of 200 channels to be used in
the experiments (Fig. 2a, b). The second data-
set was acquired from Pavia University using
the ROSIS-3 sensor during a flight campaign

¢

Fig.2: Hyperspectral datasets. (a) Pseudo-
colour AVIRIS image, (b) AVIRIS Indian Pine
ground truth, (c) Pseudo-colour ROSIS Pavia
image, (d) ROSIS Pavia ground truth.

over Pavia, northern Italy. For the ROSIS data,
the number of spectral bands is 115. After re-
moving some bands due to noise, 103 bands
remain. This dataset exhibits 610x340 pix-
els with 1.3 metre per pixel spatial resolution
(Fig. 2c, d). For AVIRIS and ROSIS datasets,
field-surveyed maps consist of 16 and 9 clas-
ses respectively and one unclassified class.

3.2 Experimental Setup

Before the classification, some pre-processing
should be performed on these data clusters.
Data sources should be scaled to the range
(0—1). This eases the tuning of the SVM ker-
nel parameters (CHEN & Lin 2011).

In all the experiments, approximately 10%
of the randomly selected samples in each class
are considered as training set and the rest are
used for evaluation. To decrease variations in
the classification process, all of the experi-
ments are repeated 10 times on randomly se-
lected samples, and the results are averaged.
For the MV-SVM, the SVM-AIIl, and the
SVM-Sel approaches, the kernel parameters
are defined using grid search 5-fold cross vali-
dations. To evaluate the performance of dif-
ferent methods, the Kappa coefficient and the
overall accuracy are usually used (CoNGALTON
et al. 1991). Moreover, producer’s accuracy is
utilised to measure the accuracy of each class.

In addition to overall and single class accu-
racies, the computational time spent on each
method is presented in seconds. It is based on
a Pentium IV machine with a 2.20 GHz Dual
Core Processor and 4 GB of memory.

3.3 Output Results on First Dataset

The first step is to perform band clustering
based of the MI between adjacent bands. De-
pending on the local minima values, various
decompositions can be considered Fig. 3.

We have evaluated different decomposi-
tions and found that the one with seven clus-
ters outperforms others in terms of classifi-
cation performance. Details of these clusters
and overall accuracies of different component
classifiers in our AdaBoostSVM system are
given in Tab. 1.
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Fig. 3: Band clustering of the Indian Pine data-
set based on MI calculations. Red circles de-
fine the bands for each cluster.

The results of the proposed AdaBoostSVM
and the ensemble classification system uti-
lising majority voting (the MV-SVM) algo-
rithms as well as the SVM-AIl and the SVM-
Sel are compared in Tab. 2 in terms of the ac-
curacies of each of the classes, the overall ac-
curacy and the Kappa parameter. As can be
seen, although in some classes such as classes
#4 and #15 the accuracies of the AdaBoost-
SVM are less than those of the SVM-Sel and
MV-SVM, in almost half of the classes, the
improvement of accuracies by the AdaBoost-
SVM is significantly higher. The classification
maps obtained using these four methods are
illustrated in Fig. 4. It is obvious that the map
achieved by the AdaBoostSVM appears more

Tab. 1: Final band clustering results on the Indian Pine dataset.

Clusters 1 2 3 4 5 6 7
Bands 1-15 16-36 37-59 60-79 80-102 103-146 147-200
Accuracy (%) 56.19 64.13 63.78 69.56 69.01 66.78 71.22

Tab. 2: Results of applying the proposed method on Indian Pine dataset (MV = majority voting, Sel

= applied to selected bands (%)).

SVM-Sel SVM-AIl
Class Colour Land Cover Class Samples Adsa\];’»li)/[o st Sl\:/?\]/[ (133 (202

bands) bands)
1 Alfalfa 54 95.45 100.00 90.63 53.06
2 Corn-no till 1434 88.84  80.03 81.87 80.32
3 Corn-minimum till 834 85.91 87.26 78.16 65.38
4 Corn 234 71.12  86.92 85.37 53.55
5 Grass/pasture 497 95.47 94.78 85.68 90.82
6 Grass/trees 747 96.65 89.09 94.20 98.21
7 Grass/pasture-mowed 26 100.00  100.00 93.75 47.82
8 Hay-windrowed 489 98.46  98.46 96.59 98.35
9 . Oats 20 100.00  100.00 91.67 55.56
10 Soybeans-no till 968 90.82 91.42 81.97 88.06
11 Soybeans-minimum till 2 468 88.75 67.50 88.83 87.08
12 Soybeans-clean till 614 84.52 87.41 80.29 78.84
13 Wheat 212 98.82 9940 97.38 99.48
14 Woods 1294 97.00  90.07 90.13 94.76
15 ?r‘;lvl:s‘ng'gra“'”ees' 380 7444 8470 81.57 49.42
16 Stone-steel towers 95 97.77 89.80 92.98 74.12
Kappa 0.89 0.78 0.85 0.82
OA 91.03 81.52 86.53 84.15
Time 345 s 296 s 84 s 208 s
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Fig. 4: Classification maps of the AVIRIS Indi-
an Pine dataset. (a) AdaBoostSVM, (b) MV-
SVM, (c) SVM-Sel, (d) SVM-AII.

Mutual Information - Pavia University
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Fig.5: Band clustering of the Pavia dataset
based on the MI.

Tab. 3: Final band clustering results on Pavia
dataset.

Clusters 1 2 3
Bands 1-38 | 39-73 | 74-103
8239 | 8899 | o134 |

Accuracy (%)

homogeneous than the others, which is indica-
tive of superior classification performance.

In the last row of Tab. 2, the computational
time spent on each method to fulfil is also ex-
pressed in seconds. The AdaBoostSVM as it
is performed in a couple of iterations takes a
longer time, 345 seconds, but not much more
than the other methods.

3.4 Output Results on Second
Dataset

The same experiments are repeated on the
second dataset (the ROSIS Pavia University).
These 103-band data are divided into three
clusters using the MI method (Fig. 5).

The number of spectral bands contained
in each of the clusters is given in Tab. 3. The
four classification methods are later applied on
these three data sources.

The classification results in terms of each
class and overall accuracies together with the
computational times are given in Tab. 4.

Similar to the other dataset, the results of
the AdaBoostSVM on the Pavia University
dataset exhibit greater accuracies than those
for the MV-SVM, the SVM-Sel and the SVM-
All. In most of the nine classes, the AdaBoost-
SVM outperforms the other methods. This re-
sult is particularly evident for classes exhib-
iting lower accuracies. But the overall differ-
ences are not as high as in the first experiment.
The classification maps of these methods are
illustrated in Fig. 6.

4 Conclusions and Discussion

The classification of hyperspectral data was
addressed and evaluated using ensemble clas-
sifier systems based on AdaBoost using SVMs
as base classifiers. The proposed method relies
on combining SVM classifiers that are trained
on different data clusters defined according to
the correlation matrix of the spectral bands.
This algorithm has been compared with an
ensemble classification system using major-
ity voting to combine SVMs applied on band
clusters (the MV-SVM), a single SVM ap-
plied on selected bands from the whole data-
sets (the SVM-Sel) and a single SVM applied
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on all of the spectral bands (the SVM-AII).
All the techniques have been evaluated using
two standard hyperspectral datasets. In both
datasets, the AdaBoostSVM outperforms the
other three methods in terms of accuracy. For
classification of the Indian Pine data, the dif-
ferences between the overall accuracy of the
AdaBoostSVM and those of the other meth-
ods vary between 4.50% and 9.51%, being
greater for the Pavia University dataset. As

observed, the overall and single class accu-
racies achieved in the Indian Pine dataset are
lower than that of the Pavia data, which may
be attributable to two reasons.

First, the size of the Indian Pine dataset is
small compared to the other dataset; there-
fore, fewer training samples are available for
some classes, which decrease the classifica-
tion performance. This finding has been ob-
served and reported by some other research-

Tab. 4: Results of applying the proposed method on the Pavia University dataset (%).

SVM-Sel

Class Colour Land Cover Class Samples Adsa\]/s:/lmt Sl\ilfl\\]/l 63 (IS()\;htfaiéL)
bands)
1 Asphalt 6 631 94.14 89.86 93.64 94.27
2 Meadows 18 649 98.27 94.01 97.21 95.00
3 Gravel 2099 80.78 88.35 85.00 81.10
4 Trees 3064 95.40 95.58 95.11 95.09
5 Painted metal sheets 1345 99.26 100 98.88 100
6 . Bare Soil 5029 90.57 94.65 90.34 92.87
7 Bitumen 1330 87.47 89.37 89.47 73.43
8 Self-Blocking Bricks 3682 91.31 82.08 89.31 84.33
9 . Shadows 947 99.76 100 99.74 99.76
Kappa 0.93 0.90 0.92 0.92
OA 94.79 92.35 93.69 92.53
Time 445 s 370 s 117 s 183 s

Fig.6: Classification maps of the ROSIS Pavia University dataset.
SVM, (c) SVM-Sel, (d) SVM-AII.

(a) AdaBoostSVM, (b) MV-



Pouria Ramzi et al., AdaBoost Ensemble Classifier System 37

ers such as CEamanos et al. (2010) too. Sec-
ond, classification of the Indian Pine dataset
is inherently difficult because this area is cov-
ered with mixed agriculture and forestry land-
scapes, and the data were collected at a time
when most of the crops in the test site had not
reached maximum ground cover (CEAMANOS
et al. 2010). Some classes are homogeneous
areas that can be clearly defined; therefore,
the accuracies achieved for these classes are
high using all methods. By contrast, classes
such as #2 (Corn-no till), #3 (Corn-minimum
till), #4 (Corn), #11 (Soybeans-minimum till),
#12 (Soybeans-clean till), and #15 (Building-
grass-trees-drives) can be misclassified in
certain parts because they have subclasses (no
till, minimum till, clean till) or consist of dif-
ferent elements (Building-grass-trees-drives).

Similar results for the Indian Pine classes
have also been reported by Camps-VALLs &
BruzzonE (2005), Li et al. (2013), and Tara-
BAaLKA et al. (2010). By contrast, because the
Pavia University dataset is less complex and
for all classes, sufficient training samples are
available, the classification performance for
this dataset is also high.

Among our datasets, the classification of
the Pavia University is more time consuming
than that of Indian Pine, which is due to the di-
mension of data; the computing time increases
significantly with a greater number of bands
and training samples. Nevertheless, the time
is important only when the classification must
be performed in a short period of time, such
as in emergency situations or online applica-
tions, or repeated frequently. For the applica-
tion in this study, the computational time does
not seem to be significant.

To conclude, the proposed method seems
to be applicable and beneficial for the classi-
fication of hyperspectral data since it results
in higher classification accuracies and relies
on common and extensively-used concepts of
SVM and AdaBoost, and can be simply inte-
grated in existing remote sensing applications.
In future research, we shall evaluate the per-
formance of other band clustering and band
selection methods and will utilise spatial fea-
tures and other data sources in our classifica-
tion process. Furthermore, we will analyse the
applicability of the proposed method to handle
high-dimensional datasets like multi-temporal

time series. The optimisation of our algorithm
to reduce the computational burden and clas-
sification problems will also be investigated.
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