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Summary: Data partitioning is a common problem in the field of point cloud and image processing applicable to segmentation and clustering. The general principle is to have high similarity of two data points, e.g. pixels or 3D points, within one region and low similarity among regions. This pair-wise similarity between data points can be represented in an attributed graph. In this article we propose a novel graph partitioning algorithm. It integrates a sampling strategy known as farthest point sampling with Dijkstra’s algorithm for deriving a distance transform on a general graph, which does not need to be embedded in some space. According to the pair-wise attributes a Voronoi diagram on the graph is generated yielding the desired segmentation. We demonstrate our approach on various applications such as surface triangulation, surface segmentation, clustering and image segmentation.


1 Introduction

In the fields of point cloud and image processing many applications require the partitioning of the underlying data as a pre-processing step. For both, surface and image segmentation, a 2D manifold is to be partitioned into non-overlapping regions. But also line partitioning, reconstructing, i.e. triangulating, surfaces as well as clustering data points in high dimensional feature space involve partitioning the geometric or the feature space.

The number of possible partitions of a dataset is extremely large. Already for a binary partitioning of an image with \( N \) pixels into foreground and background one has \( 2^N \) possible partitionings. Therefore, no generally optimal technique for partitioning exists.

Methods for partitioning fall into two types. Split and/or merge techniques start from a dissimilarity and/or similarity measure within and/or between regions which are iteratively found by splitting the complete dataset and/or by merging the individual elements. A large number of partitioning techniques exists, e.g. based on quad- or octrees, normalized cuts (SHI & MALIK 2000) – which are only optimal for one partitioning – or graph-cut based meth-
ods (Boykov & Funka-Lea 2006) – which are only optimal for binary partitioning and special similarity functions. Split and merge techniques are only describable by the local properties of the individual iteration steps and do not possess a global property.

Partitioning can be interpreted as clustering in a feature space, the features depending on the original data (Forsyth & Ponce 2002). This immediately suggests to seek for modes of the density function induced by the features and finding the valley lines (Comaniciu & Meer 2002). The principle of watershed algorithms is the inverse (Szeliski 2010): Regions are catchment areas bounded by the watershed lines of a gradient image, the gradient measuring the dissimilarity between neighbouring elements (Vincent & Soille 1991, Meine & Köthe 2005). The quality of the mean shift and watershed partitioning depends on the ability to define problem adequate features, why these methods often lead to oversegmentation, i.e. a too large number of regions requiring a subsequent merging step. However, both methods can be described by the global properties of their solution.

A segmentation is either used to reduce the complexity of subsequent algorithms as the number of basic elements usually is several orders of magnitudes larger than the number of regions, recently consequently named superpixels (Veksler et al. 2010, MESTER et al. 2011, Achanta et al. 2012). Alternatively, segmentation is understood as a first step towards a symbolic image description, where the regions are basic units for a subsequent image interpretation. In the last years this lead to the concept of semantic image segmentation, where the segmentation is understood and realized as supervised classification (Rother et al. 2004, Roscher 2012, Arbelaez et al. 2012).

Most techniques can be interpreted as graph partitioning. The graph is either given by the structure of the data as for digital images, or derived from the data by some similarity measure based on geometry alone as in point cloud processing, on feature similarity as in clustering, or on semantic closeness as in semantic segmentation.

We propose a new efficient split and merge type graph partitioning algorithm, which iteratively determines a set of Voronoi cells based on an application dependent metric. The strength of the algorithm lies in its ability to overwrite the partitioning of the previous step within the sequence of split and merge steps. Due to a careful choice of the similarity metric for the graph’s edge attributes we are able to control the alignment of Voronoi edges according to our objective. We will describe how to choose the edge attributes for different applications like curve and surface reconstruction, curve and surface segmentation, clustering and image segmentation.

In section 2 we will recapitulate previous work on marching front based sampling and partitioning methods before we formulate a generalized graph partitioning algorithm in section 3. We demonstrate our graph partitioning method on various applications in section 4 and conclude in section 5.

2 Background and related Work

Our graph partitioning method is based on computing Voronoi diagrams on an edge attributed graph, the attributes containing some application dependent distance between two nodes. In discrete geometry there are two common algorithms for deriving a distance map: Dijkstra’s algorithm (Dijkstra 1959) and fast marching method (FMM, Sethian 1996).

Given one or more seed points, Dijkstra’s algorithm computes the shortest path along existing graph edges from each vertex to its closest seed point yielding a distance map. Implicitly this yields path lengths, also called intrinsic or geodesic distances. Note that the distance is not necessarily the spatial distance, but the sum of all edge attributes along the path.

FMM, especially its formulation for meshed manifolds (Kimmel & Sethian 1998), computes surface intrinsic distances on meshed surfaces. In contrast to Dijkstra’s algorithm, however, paths can pass through triangles, thus are not restricted to triangular edges. Technically, both Dijkstra’s algorithm and FMM solve the so-called Eikonal equation $|\nabla d(x)| = F(x)$ with the boundary condition $d(x_0) = 0$. In terms of distances on meshed manifolds its interpretation is as follows: Given a seed point $x_0$ and a function $F$ defining the friction at
each point \( x \) on the manifold, FMM yields the distance map \( d(x) \) such that the gradient magnitude \( |\nabla d(x)| \) is identical to the local friction \( F(x) \). Then, the distance \( d(x) \) is proportional to the arrival time of a propagating wave front starting at point \( x_0 \) in case the local friction is inversely proportional to the local speed of the wave front. Both algorithms run in \( O(N \log N) \) on sparse graphs, Dijkstra’s algorithm of course only achieving an approximate solution.

Exploiting FMM for calculating exact distance maps on surfaces, MOENNING & DODGSON (2003a,b) propose a strategy for surface segmentation called fast marching farthest point sampling (FastFPS). It tries to find a set of seed points such that the corresponding Voronoi cells correspond to the desired partitioning of a surface. Their method starts from a random seed point \( x_0 \). Every next seed point will be the point \( x^* \) with largest distance after updating the distance map \( d \) via FMM. After \( N \) iterations they obtain \( N \) seed points \( x_n, n = 1 \ldots N \), a distance map representing the distance to the closest of all \( N \) seed points and implicitly a Voronoi segmentation. PEYRÉ & COHEN (2004, 2006) apply a similar farthest-point strategy on meshed surfaces for segmentation, re-meshing and surface flattening using geodesic distances.

In SCHINDLER & FÖRSTNER (2011) we proposed FPS with Dijkstra’s algorithm to robustly segment meshed surfaces (Fig. 1), taking into account the sub-optimality of Dijkstra’s algorithm to generate a distance map. We also proposed an application specific stopping criterion to automatically determine a suitable number of seed points \( N \). Such a stopping criterion can be found for other applications as well, but is out of scope of this paper. Further, we introduced a decremental segmentation strategy: We iteratively remove small segments by setting their vertex distances to infinity and re-run Dijkstra’s algorithm starting from neighbouring segments.

Although FMM yields more accurate results, it is limited to manifolds. Dijkstra’s algorithm approximates the geodesic distance, but for densely sampled manifolds the differences are small (Figs. 1a and 1b). More decisive, Dijkstra’s algorithm does not require the un-
underlying graph to be embedded in some space. Thus, in case the graph is embedded, i.e. its nodes possess coordinates on a line, a surface or in a volume, one may partition the line, the surface or the volume according to the metric. Otherwise one may just partition the nodes of the graph according to distances encoded in the edges. This increases the flexibility of the proposed approach.

Here we transfer the idea of surface segmentation using FPS to a graph partitioning procedure. Therefore, we replace FMM by Dijkstra's algorithm to be able to handle more general graphs which are not embedded in some space. In the following, we present the novel algorithm, called DijkstraFPS, and demonstrate it with various applications in geometry and image processing.

3 Graph Partitioning

DijkstraFPS can be seen as a general graph partitioning algorithm, detached from the underlying semantics. We assume that the semantics of the partitioning problem can be coded in the distances between the nodes of a general graph. It does not need to be embedded in some space.

The procedure is given in Algorithm 1. It assumes, all pairwise distances are pre-computed and encoded as edge costs between adjacent pairs of nodes.

The decremental segmentation step is almost identical. Only the FPS (lines 3–5 in Algorithm 1) are modified: Instead of initializing the front \( Q \) with the farthest point \( s \) \( \leftarrow \arg\max_n d_n \), with distance \( d_s \leftarrow 0 \) and label \( l_s \leftarrow l^+ \), we initialize the front \( Q \) with the neighbouring vertices \( n \) of the smallest segment \( l^- \) with distance \( d_n \leftarrow \infty \) and label \( l_n \leftarrow \text{undefined} \). The Dijkstra step (lines 6–13) will propagate the front into the unlabelled region \( l^- \) and update all corresponding vertices.

Observe, only the distances of those vertices are updated which are closer to the current seed node (line 11), whose number diminishes with each additional seed node.

Fig. 2 illustrates the partitioning of a synthetic example graph with 7 nodes connected by 12 weighted edges. After three incremental Dijkstra steps (Figs. 2b–2d) one decremental step (Fig. 2e) is performed. Note that with

\[
\text{In: neighbours } N, \text{ costs } F, \#\text{segments } L_{inc} \\
\text{Out: } n_{\text{degs}} d, \text{ node labels } l \\
1 \text{ distances } d \leftarrow \infty, \text{ labels } l \leftarrow \text{undefined}; \\
2 \text{ for } l^+ \leftarrow 1 \text{ to } L_{inc} \text{ do} \\
3 \text{ pick new seed } s \leftarrow \arg\max_n d_n; \\
4 \text{ distance } d_s \leftarrow 0 \text{ and label } l_s \leftarrow l^+; \\
5 \text{ initialize new front } Q \leftarrow \{s\}; \\
6 \text{ while front is not empty: } Q \neq \{\} \text{ do} \\
7 \text{ select node } u \leftarrow \arg\min_{q \in Q} d_q; \\
8 \text{ remove } u \text{ from front } Q \leftarrow Q \setminus u; \\
9 \text{ foreach neighbour } v \in N_u \text{ do} \\
10 \text{ new distance } d'_v \leftarrow d_u + F_u^v; \\
11 \text{ if new distance } d'_v < d_v \text{ then} \\
12 \text{ update } d_v \leftarrow d'_v, l_v \leftarrow l_u; \\
13 \text{ add to front } Q \leftarrow Q \cup v; \\
\]

Algorithm 1: DijkstraFPS graph partitioning.

New seed nodes \( s \) are added iteratively by choosing the farthest node w. r. t. node distances \( d \) (FPS, lines 3–5) that are constantly updated using Dijkstra’s algorithm (lines 6–13) with edge costs \( F_u^v \), yielding a labelling \( l \).

DijkstraFPS graph partitioning all boundaries are possibly subject to change in a following Dijkstra step.

Within this paper we will restrict to undirected graphs only. Directed graphs, however, work as well, i.e. the propagation is cheaper in one direction than the other. Moreover, edge costs do not have to fulfill the triangle inequality of a metric space nor has the graph to be Euclidean embeddable. Only negative costs are disallowed to avoid infinite loops during Dijkstra’s algorithm.

Many applications suggest an embedding of the graph into a surface or a volume, leading to a graph based on a triangulation or tetrahedralization. Fig. 3 depicts two possible graph structures for a set of given 2D points. The triangle-based graph structure introduces one node per triangle (Fig. 3a). When labeling triangles via DijkstraFPS we obtain a segmentation boundary along triangular edges. The vertex-based graph structure introduces one node per vertex, i.e. 2D point, (Fig. 3b) yielding a segmentation boundary along Voronoi edges. In the following section 4 we will demonstrate both and point out when to use which structure.
Fig. 2: Graph partitioning via DijkstraFPS. (a): Synthetic example graph with edge costs. The costs are computed as the absolute value of the difference in edge lengths. (b)–(d): Result of a Dijkstra step traversing from the very left node and incrementally summing up edge weights. The shortest path to each node is indicated by the blue arrows and leads to a distance printed within the circular nodes. The farthest point is the one with distance\(d = 0.44\). A second Dijkstra step starts at this farthest node and updates node distances until an update would increase the distance value, e.g. to the left\(0.00 + 0.50 > 0.06\). A third Dijkstra step starts at the centre node and again updates node distances creating a third segment shown in green. (e): Decremental step removing the green segment. All green distances are initialized to\(\infty\) and Dijkstra starts propagating a front from neighbouring segments. The boundary slightly changes compared to (c).

(b) 1\textsuperscript{st} Dijkstra step from random seed node

(c) 2\textsuperscript{nd} Dijkstra step from farthest node from (b)

(d) 3\textsuperscript{rd} Dijkstra step from farthest node from (c)

(e) Decremental step removing green segment

Fig. 3: Two possible graph structures for embedded graphs, here for 2D points (black dots). Graph nodes (circles) are either (a) Delaunay triangles or (b) Voronoi vertices. A possible segmentation boundary is shown as bold polyline along the Delaunay triangulation (a) or the Voronoi diagram (b).

4 Applications

The DijkstraFPS graph partitioning algorithm is applicable to many problems that can be expressed as attributed graph. In this section we will demonstrate four examples: surface triangulation by partitioning the 3D space and curve reconstruction by partitioning the 2D space, surface segmentation by partitioning a triangulated 2D manifold and curve segmentation by partitioning a 1D polyline, clustering by partitioning points in an \(n\)-D possibly non-metric space, and image segmentation by partitioning pixels or superpixels of the 2D image plane.

In this article we ignore the possibility to formulate an application-specific stopping criterion (Schindler & Förstner 2011). Instead, we will define the number of segments of the incremental \((L_{\text{inc}})\) and decremental \((L_{\text{dec}})\) segmentation manually.

4.1 Surface Triangulation

The problem of triangulating a surface given an unordered set of 3D points is also known as meshing or surface reconstruction. The points are to be connected by triangles such that the triangulation approximates the original surface well. The problem can be easily transferred to 2D space where the boundary is a curve.

The underlying assumption is that the points sample the curve densely enough. A common measure for characterizing the sampling density is the \(\epsilon\)-sampling: It depends on the local feature size of a point \(x\) on a curve \(\gamma\). Given the medial axis as the set of points with more than
one closest point on the curve $\gamma$, the local feature size $lfs(x)$ is the Euclidean distance of $x$ to the medial axis. Then a set of points $\mathcal{X}$ is an $\epsilon$-sample of a curve $\gamma$ if every point $x \in \gamma$ on the curve $\gamma$ is within distance $\epsilon \cdot lfs(x)$ of some point in $\mathcal{X}$ (Edelsbrunner 1998). We will use this concept to empirically characterize the success of a segmentation procedure by the maximum value $\epsilon$ may have, as larger values of $\epsilon$ correspond to lower sampling density.

The idea of determining a 2D polyline or 3D surface triangulation via partitioning is to divide the space into simplices and to partition these simplices into “inside” and “outside”. In 3D space we reconstruct a surface by partitioning a Delaunay tetrahedralization or the corresponding 3D Voronoi complex. In 2D this corresponds to the reconstruction of a curve by partitioning a Delaunay triangulation or the corresponding 2D Voronoi complex (Fig. 3).

We choose to work with the Delaunay and Voronoi diagrams, since they are commonly used for this application. They were first exploited for surface reconstruction by Boissonnat (1984) and led to the concept of $\alpha$-shapes (Edelsbrunner & Mücke 1994), $r$-regular shapes (Attali 1997) and the crust (Amenta et al. 1998) with various derivatives like conservative crust (Dey et al. 1999), power crust (Amenta et al. 2001) and eigen-crust (Kolluri et al. 2004).

Since the partitioning divides all data points into two segments, the resulting boundary surface will be a closed surface within the Delaunay triangulated sampling volume.

We want to support the wave front to travel from an inside triangle to another inside or from an outside triangle to another outside, but hinder crossing the boundary. Under the above-mentioned sampling assumption a triangle edge that belongs to the boundary will be relatively short (Fig. 4a). Thus we construct our graph with edge costs simply being the inverse length of the common triangular edge. The inverse edge length can be raised to an exponent $\geq 2$ in order to put more weight on very short edges, i.e. approximating an $L_\infty$-norm.

The Delaunay triangulation is always bounded by the convex hull. If the desired segmentation boundary is part of the convex hull, it is not surrounded by triangles and thus can not be the boundary between differently labelled triangles. Therefore, we add auxiliary points to the original point cloud to extend the convex hull and avoid the boundary problem (Fig. 4a).

Fig. 4 shows results obtained with the described graph structure and edge costs on a synthetic 2D as well as on a 3D dataset. The point clouds are a circle with 40 points and a sphere with 1000 points disturbed with Gaussian noise. The circle is correctly reconstructed even when further reducing the number of points. The
(a) 40 points on a circle with 2.5 % noise and 4 auxiliary corner points \((L_{\text{inc}} = 20, L_{\text{dec}} = 2)\)

(b) 1000 points on a sphere with 1 % noise and 8 auxiliary points \((L_{\text{inc}} = 30, L_{\text{dec}} = 2)\)

Fig. 6: Reconstruction results with the vertex-based graph structure (Fig. 3b). The original point cloud is shown with blue dots, the Delaunay triangulation with thin lines (omitted in 3D) and the boundary as bold polyline in 2D and surface in 3D. The boundary polyline/surface is drawn by linking edge centres of differently labelled vertices with the triangular/tetrahedral centroid.

topology of points on the surface of a sphere is a bit more complicated leading to some points not included in the triangulation. Their large deviation from the underlying surface contradicts the above-mentioned sampling assumption. The overall shape, however, is preserved.

In Fig. 5 we investigate the dependence on a dense sampling. The point cloud is generated as \((x, y) = (−t^2/2, −\sin(10t))\) with 200 uniformly sampled values \(t \in [0, 2\pi]\). Since the \(x\)-intervals decrease from left to right, the local \(\epsilon\)-sampling increases. The reconstruction via partitioning the Delaunay complex is shown as a bold line. It yields visually correct results until it breaks at a point with \(\epsilon = 1.02\). In comparison: The popular Crust \((\text{AMENTA et al. 1998})\) and Power Crust \((\text{AMENTA et al. 2001})\) algorithms guarantee correct results only for \(\epsilon < 0.252−\text{TCHERNIAYSKI & STEELDINGER 2008}\) even claim \(\epsilon < 0.1−\text{while Cocone (AMENTA et al. 2000) and Tight Cocone (DEY & GOSWAMI 2003) require } \epsilon < 0.06\). Of course our test is much weaker than a theoretical proof, but still indicates robustness to rather low sampling density.

The alternative vertex-based structure would be the dual graph: Instead of representing triangles by nodes we use the vertices and link them by graph edges equivalent to the Delaunay edges. This representation might be better suited if the boundary sample points are disturbed by random noise such that an approximation is desired. By partitioning the vertices into inside and outside we obtain a boundary curve lying in between data points.

Graph edges crossing the boundary curve are usually rather short (Fig. 6a). Thus we define the edge costs as the inverse length of the crossed triangle edge.

Fig. 6 shows results obtained with this alternative graph structure on the very same synthetic datasets as in Fig. 4. The boundary is correctly reconstructed in between the given data points.

4.2 Surface Segmentation

The problem of segmenting a surface requires an algorithm to partition a surface into usually compact segments with similar elements—w. r. t. pre-defined properties. Here, we assume the surface to be represented by a triangular mesh, at each vertex being isomorphic to a disk.

To our knowledge there is only one other work that applies a front propagation method to surface segmentation: PAGE et al. (2003) use FMM as a final region growing step called “marching watersheds”, referring to the popular watershed segmentation \((\text{BEUCHER & LANTUEJOL 1979})\) that has been implemented for meshed surfaces by MANGAN & WHITAKER (1999).

For segmenting a surface in 3D space we will work with the very same graph structure as for reconstructing a boundary curve in 2D since we again want to partition a 2D manifold. Now, however, the manifold is non-planar and we exploit other geometric properties for defining edge costs.

For many applications in surface reconstruction and object modelling one wants to partition a triangular mesh into piece-wise planar regions. Thus we introduce high costs for graph edges linking non-planar nodes. For the triangle-based graph structure it is natural to compute triangle normals and derive costs from the angle between two of them. For the vertex-based graph structure vertex normals are needed that can be computed via principal component analysis from neighbouring points (HOPPE et
al. 1992), possibly robustified by computing the coordinate-wise median (ROUSSEEUW & LEROY 1987, section 3.2.1) of multiple neighbouring normals (SCHINDLER & FÖRSTNER 2011).

Analogous to partitioning adjacent triangles in 3D space we can partition straight line segments in 2D space as it is commonly done using the Ramer-Douglas-Peucker algorithm (RAMER 1972, DOUGLAS & PEUCKER 1973). Again the edge costs are derived from the angle between two line segments or – in the vertex-based graph structure – between two points.

Fig. 7 shows resulting segmentations in both 2D and 3D as well as for both graph structures. In the 2D examples the line and vertex normals are shown as red and blue arrows, respectively. The final segmentation is indicated with coloured triangles, lines and vertices. Even though both the cube and the square have rounded corners and the points are disturbed by 3 % (square) and 1 % (cube) Gaussian noise, the DijkstraFPS segmentation yields visually pleasing results.

Fig. 8 shows the segmentation result on a real dataset: It was reconstructed from 159 images using Bundler (SNAVELY et al. 2006), PMVS2 (FURUKAWA & PONCE 2010) and Poisson surface reconstruction (KAZHDAN et al. 2006).

4.3 Clustering

Within this section we focus on clustering data points via graph partitioning. We choose to create undirected links between each graph node and its \( k = 25 \) nearest neighbours (k-NN). In contrast to, e.g. Delaunay triangulation the complexity for k-NN is independent of the dimensionality. Edge costs are the squared Euclidean distance, possibly raised to an exponent \( \geq 2 \).

We compare DijkstraFPS to common clustering algorithms on two synthetic datasets (Tab. 1):

The \textit{k-means} algorithm (MACQUEEN 1965) iteratively computes the mean coordinates per class and updates class labels according to the closest mean. In case of different scatter the second step yields incorrect labels (dataset A).

The \textit{Expectation–maximization} (EM) algorithm (DEMPSTER et al. 1977) not only estimates the means but also the class variances, thus yields correct results (up to one falsely classified point) for dataset A. If it, however, assumes Gaussian distributions, it does not succeed with dataset B.

The \textit{mean shift} clustering (COMANICIU & MEER 2002) iteratively replaces points by the centre of neighbouring points within a certain radius. It yields correct results for dataset A, but possibly too many clusters in the second example depending on the chosen radius. Here, a larger radius yields a similar result like \textit{k-means}.

DijkstraFPS returns perfect point labels on both datasets shown in Tab. 1, certainly benefiting from the long edges between points of different clusters. On datasets with touching or overlapping distributions DijkstraFPS might fail.
4.4 Image Segmentation

FPS has been used for progressive image sampling by ELDAR et al. (1997). As “farthest point” they choose a vertex of the Euclidean Voronoi diagram that maximizes some weighted distance function. Combining FPS with a marching scheme like FMM or Dijkstra’s algorithm we can approximate the non-Euclidean Voronoi diagram and thus derive not only a suitable image sampling but an image segmentation as well.

The graph structure is inherently given by the pixel grid. One can, however, choose between a 4-neighbourhood (pixels horizontally and vertically connected), an 8-neighbourhood (pixels additionally diagonally connected) or a triangulation (diagonal connections in one direction only).

In contrast to other image segmentation algorithms we can use arbitrary colour similarity measures as edge costs and thus are not restricted to gray images or Euclidean colour spaces. We compute the Euclidean distance of two pixels in the hue-saturation-value (HSV) colour cone.

Fig. 9 shows three segmentation results. While FLOWER 1 and FLOWER 2 are successfully segmented, the approach fails for FLOWER 3. Instead of segmenting “flower” and “not flower” the unsupervised segmentation draws the boundary along the dark bold edges in the background.

Since the DijkstraFPS graph partitioning is not restricted to a regular pixel grid, we can work with irregular image regions such as superpixels. Further we can generate superpixels with DijkstraFPS by partitioning the image into more than two segments, e.g. 30 segments as indicated by the white boundaries in Fig. 10a. Then we build a second graph with only 30 nodes and edges according to the superpixel adjacencies in the image. Edge costs are derived, e.g. from the average colours of the superpixels. As can be seen from the green boundary in Fig. 10a the final segmentation is very accurate due to the flexibility of 30 initial segments but also robust due to the larger number of pixels that contribute to the superpixel colour. Results for two images from the Berkeley Segmentation Dataset and Benchmarks 500 (BSDS500 ARBELAEZ et al. 2011) are given in Figs. 10c and 10d.

For large images DijkstraFPS is rather slow, since it is very general and not optimized for the regular image grid. Of course other superpixel generating algorithms (LEVINShtein et al. 2009, ACHANTA et al. 2012) can be used and might save significant computing time. The second segmentation step would be performed using DijkstraFPS. An evaluation of different superpixel schemes combined with our DijkstraFPS graph partitioning might be reasonable but is out of scope of this article.
5 Conclusion

We proposed a new graph partitioning scheme based on Dijkstra’s distance transform and farthest point sampling (DijkstraFPS) and showed how to construct graphs for solving various problems in geometry and image processing. The partitioning is guided by pre-defined edge costs that do not have to follow a Euclidean metric. The method is not restricted to a binary partition but can yield multiple segments, possibly in terms of an oversegmentation or – in terms of image segmentation – superpixels. The latter themselves can be nodes of a subsequent graph partitioning.

As shown in Schindler & Förstner (2011) the algorithm can be augmented with an automatic, application-specific stopping criterion. Establishing such criteria for each above-mentioned application remains future work.

There is much space for improving the proposed edge costs. We focused on demonstrating the diversity of DijkstraFPS graph partitioning rather than on fine-tuning for specific applications.

Other possible applications of the method include triangulation and segmentation of full wave-form lidar point clouds, segmentation of radar images, hierarchical image segmentation as indicated in section 4.4, segmentation of image sequences and image segmentation based on texture similarity, which of course have to be empirically compared to standard algorithms used in that application.
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