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Summary: In the framework of macroscopic models of human crowds, pedestrian dynamics are described via local density and flow fields. In this paper, we expand our previous work on the extraction of pedestrian trajectories and density fields from video recordings of crowd experiments in two ways. Firstly, we include data from different video cameras in order to cover a larger observation area. Secondly, we improve our previous density estimation method by introducing a new kernel function which (a) yields density fields that are also differentiable functions in time and (b) models the influence of multiple neighbouring pedestrians on the personal space of an individual.

We apply this density computation method to pedestrian trajectories extracted from video data of a crowd experiment conducted by us, and compare the results with other common methods for density computation in this context: a technique based on Voronoi diagrams, and a fixed-bandwidth estimator. We come to the conclusion that the technique proposed by us combines advantages from both alternative methods, yielding spatio-temporally smooth density fields close to the standard definition of density at all scales.


1 Introduction

The study of pedestrian dynamics has important applications in crowd management such as devising strategies for the evacuation of buildings or public places. In order to evaluate the predictive power of mathematical models designed to emulate human crowd behaviour, it is a common procedure to compare numerical simulations based on these models with empirical data.
Furthermore, different modelling approaches demand the extraction of different types of data: For example, the social force model (Helbing & Molnár 1995) and cellular automaton model (Burstedde et al. 2001) aim at predicting pedestrian trajectories, whereas continuum methods adopted from fluid mechanics (Hughes 2002) describe the dynamics via the density and flow of the crowd. In our work, we develop models based on these three approaches in order to simulate intersecting pedestrian flows and compare these simulations with the real world. Here, we describe one important part of this work: the extraction of the trajectories and a dynamic, continuous density field from video recordings of human crowd experiments. The work presented here is an extension of Plaue et al. (2011).

1.1 Challenges and Contribution

In section 2, we describe an experiment that was conducted with the purpose of demonstrating the dynamic behaviour of intersecting pedestrian flows (Fig. 1). To this end, we set up an experiment where two unconfined, perpendicularly intersecting pedestrian flows have been recorded by multiple cameras with overlapping fields of view. To the best of our knowledge, no such experiment has previously been conducted.

In that section, we also describe a semi-automatic technique to extract the spatio-temporal positions of pedestrians in a crowd of low density at close range from an arbitrary observation angle. Due to constructional limitations, it was not possible to install the cameras to provide a bird’s eye view. This situation is very different from most experimental setups found in the common literature, where a bird’s eye view installation of the camera(s) in sufficient height provides an advantageous perspective. In some studies, the heights of the pedestrians are also indicated by visual markers, which also greatly facilitate automated pedestrian tracking (Boltes et al. 2010). Having neither bird’s eye views nor markers, we devised a method to extract the floor positions of the pedestrians without knowing their re-

![Fig. 1: Human crowd experiment from three different observation points. Bottom right: extracted pedestrian positions at time step $t = 68.2$ s of group A (red diamonds) and group B (blue). Arrows indicate current velocity; the maximal length corresponds to $1.4$ m/s.](image-url)
In this work, we follow the suggestion of Boltes et al. (2010), who process video data similar to ours, and use the Lucas-Kanade algorithm (Shi & Tomasi 1994) to facilitate the extraction of the spatio-temporal positions of the pedestrians. Additionally, we employ an algorithm to merge the trajectories from different overlapping camera views via the Hungarian method (Kuhn 1955, Munkres 1957). Note that we merge the trajectories after processing the video data, in contrast to the detection of objects from multiple views during tracking (see for example Kahn et al. 2001).

Pedestrian density estimation

Probably the most basic way to compute a density would be to divide the number of pedestrians in a given region by the area of that region, at a given point in time. However, this “standard” density estimator is not a smooth point-wise density function and yields data with large scatter.

At least two approaches for measuring the (local) density of human crowds have been suggested in the literature as alternatives:

- In Helbing et al. (2007), a local density field is computed via the sum of Gaussians with fixed standard deviation (typically 0.7 m) centred at each pedestrian. Formally, this approach is identical to kernel density estimation with fixed bandwidth, which is a basic tool in statistical data analysis (see Silverman 1986, for example). This method yields a smooth density field defined at every point.
- In Steffen & Seyfried (2010), estimators are proposed based on the Voronoi diagram defined by the position of each pedestrian as a Voronoi site. The main idea in this approach is to account for the personal space occupied by each pedestrian, and this personal space is represented by the area of the corresponding Voronoi cell. The values for the Voronoi density are very close to standard densities, but with a significantly smaller scatter. However, the Voronoi estimator does not yield a smooth local density defined at every point.

The algorithm that we propose here is conceptually a combination of the Voronoi esti-
2 Experiments and Trajectory Extraction

In the following, we describe human crowd experiments that we conducted in the lobby of the Department of Mathematics building of Technische Universität Berlin in December 2010, and the extraction of the trajectories of the participants from video streams captured by several cameras.

2.1 Experimental Setup

In the experiment which we use to illustrate our method, two pedestrian flows (group A, 142 subjects, and group B, 83 subjects) intersected at an angle of 90 degrees for one minute in a region of about 25 m², reaching a peak density of about five pedestrians per m². The scene was recorded from a gallery at a height of about 6 m with five networked and temporally synchronized JVC VN-V25U surveillance video cameras. Here, we will analyze the data provided by the three central cameras which covered the area where the actual intersecting of the pedestrian flows took place (Fig. 1).

2.2 Extraction of Spatio-Temporal Positions

For camera calibration, we assumed a pinhole model and estimated the model parameters by measurement of the world and image coordinates of about 30 fixed reference points in the scene. For each camera, this procedure resulted in a camera matrix, and thus enabled us to deduce the parameters of a homography between the camera’s image plane and the floor. The video data have been analyzed in a semi-automatical manner for each camera as described in the following (see also PLAUE et al. 2011). Our main goal is the supervised extraction of reliable data.

1. The video is played back frame by frame. Image segments corresponding to the heads of pedestrians that newly enter the scene are marked manually. These templates are used to determine the head positions in the next frame via the Lucas-Kanade tracking method (SHI & TOMASI 1994). Based on the difference of spatial positions in consecutive frames as well as the residual i.e., difference between the detected texture and the template, an error score is computed for each person. If this score is too high or the user spots a possible tracking error regardless of the score, the head position/template can be corrected manually.

2. Once the image coordinates of the heads of the pedestrians have been determined, the video is played again from the beginning. For each pedestrian in the frame, the head position is shown together with the corresponding floor position, initially under the assumption that every pedestrian has a standard height of $h = 1.70 \text{ m}$. In each frame the user may correct the floor position of a pedestrian by simply clicking into the frame, and the current height and floor position coordinates are updated via the homography determined in camera calibration.

3. Each pedestrian is assigned a final height value equal to either the arithmetic mean of the height values from the corrections in step 2, or equal to the standard height $h = 1.70 \text{ m}$ if no user instruction for this pedestrian is available during this step. Based on this final height value and the image coordinates of the head, in each frame we compute the world coordinates $(X, Y, 0)$ of each pedestrian’s position on the floor.

Remarks

- In our scenario, the floor position of most of the pedestrians is visible at some point in time, for example before entering or exiting the crowded intersection area. Therefore, manual correction of the floor position is feasible.
- In order to improve the user’s corrections of the floor positions it might be reasonable to provide a view of all cameras and the respective positions during step 2.
- One might introduce/implement a pattern recognition module to carry out the func-
tion of an automatic marker. However, even if the whole algorithm provided a fully automatic analysis, manual verification would nevertheless be good experimental practice in order to obtain reliable data.

2.3 Merging Trajectories from different Camera Views and Smoothing

The above procedure yields the positions of the pedestrians on the floor covered by each camera. Originally the cameras were positioned so that these floor areas overlapped. However, it was not immediately possible to merge the trajectories since they are not labelled as individual pedestrians. To solve this problem, we implemented the following algorithm:

1. For each pair of pedestrians captured by different cameras, compute their distance in each frame. Compute the mean value across the frames. Due to measurement errors, this value does not vanish even if it is computed for the same pedestrian captured by two different cameras. However, we expect the mean distance to be minimal if the same pedestrian is captured by two different cameras. If two pedestrians do not appear together in at least one frame, a very large distance value is assigned to this pair of pedestrians. If one camera captures fewer pedestrians than the other, pedestrians very far away will be added to this data set to yield a square distance matrix.

2. The problem to find the permutation of labels that yields the minimal distance for each pair of pedestrians is a combinatorial optimization problem that we solve with the Kuhn-Munkres algorithm, also known as the Hungarian method (Kuhn 1955, Munkres 1957). Data that cannot be assigned automatically can be assigned manually, or be discarded. In our case, data from about 15 pedestrians had to be managed in this way.

3. Due to systematic errors such as lens distortion and due to errors in the measurement process, the positions of the pedestrians from the cameras on the side show a displacement with respect to those obtained from the central view. We use the central view as a reference and shift the positions from the cameras on the side towards the corresponding positions from the central camera for the differences between the locations in different videos to be minimized after merging the data. Finally, for each pedestrian, all available data points are approximated by cubic B-splines to yield smooth trajectories \((t, X(t), Y(t))\). By differentiating these trajectories with respect to the time parameter \(t\), the velocities of the pedestrians can be easily computed (Fig. 1).

A frame of the analyzed video sequence can be seen in Fig. 1. Since we use the central camera as the reference view in step 3 above, measurement errors are particularly visible in the camera views from the side. One can see that in this particular scene, the positions of some pedestrians located near the intersection area are not marked. This is due to the fact that these pedestrians could not be reliably assigned a trajectory over a sufficiently extended time period, and therefore were discarded. Note that with the currently available image size of 640 × 480 pixels, it proves difficult to trace individual pedestrians in a very crowded scene, even for an attentive human observer.

In our earlier experiments, we bypassed this problem by equipping the subjects with coloured clothing hoping to establish a better visual contrast.

3 Variable-Bandwidth Kernel Density Estimation

In the following, we describe and investigate a novel method for kernel density estimation. We apply this technique to compute a density field from the trajectories of the pedestrians.

3.1 Definition

Consider a Gaussian kernel density estimator with variable bandwidth to compute the density at time \(t\) and position \(x\):

\[
\rho(t, x) = \frac{1}{2\pi} \sum_{n} \frac{1}{\lambda d_n(t)^2} \exp \left( -\frac{||x - x_n(t)||^2}{2(\lambda d_n(t))^2} \right).
\]
Here, $J$ denotes an index set labelling the pedestrians, and $\lambda$ is an additional dimensionless smoothing parameter. The bandwidth $\lambda d_j(t)$ is estimated from the trajectories $x_j(t)$ of the pedestrians – the formal analogy in statistical data analysis is also known as a sample smoothing estimator (Terrell & Scott 1992). For example, assuming $\lambda = 1$, for the nearest-neighbour kernel estimator (Plaue et al. 2011),

$$d_j(t) = \min_{j \in J, j \neq i} \left\| x_i(t) - x_j(t) \right\|.$$  \hfill (2)

However, this kernel and therefore the total density are not differentiable with respect to time. Furthermore, it does not account for the fact that the personal space of a pedestrian is affected not only by the nearest pedestrian but also by other pedestrians in the immediate vicinity. Therefore, we propose the following alternative:

$$d_j^{(p)}(t) = \left( \sum_{i \in J, j \neq i} \left\| x_i(t) - x_j(t) \right\|^{-p} \right)^{1/p}.$$  \hfill (3)

This is a smooth function and at the same time generalizes the nearest-neighbour kernel as its limiting case of $p \to \infty$.

### 3.2 General Properties and Parameters

In Fig. 2, a toy-model calculation for a single pedestrian is shown in order to demonstrate how the bandwidth is determined by multiple neighbouring pedestrians for reasonable values of the parameters $p$ and $\lambda$. For large values of the parameter $p$, the bandwidth only depends on the nearest neighbour. For small values of $p$, the bandwidth is a function of all nearby pedestrians, and it decreases with the number of nearby pedestrians. Therefore, this parameter defines the degree to which other nearby pedestrians influence personal space.

Fig. 3 shows the density field computed with this kernel at a particular point in time. By comparison with the fixed-bandwidth estimator, this figure also illustrates how the variable-bandwidth estimator distributes “pedestrian mass” to favour densely crowded regions. We would like to note that this feature is consistent with a model assumption that is frequently found in the description of pedestrian dynamics (“chemotaxis”): interactions between pedestrians are repulsive for short distances and attractive for longer distances (see for example Schadschneider et al. 2002). Also, we expect the proposed density estimator is useful for the visualization of other types of data, in particular if one is interested in highlighting clusters. For large values of the parameter $\lambda$, the density field becomes more spatially smoothed and less “fine-grained”, distributing pedestrian mass more broadly.

---

**Fig. 2:** The bandwidth, defined by (3) with $p = 4$, assigned to a particular pedestrian $A$ as a function of the distance to another individual pedestrian $B$. Dotted line: with no other pedestrian present. Solid line (dashed line): with one other pedestrian $C$ (three other pedestrians $C$, $D$ and $E$) located at a constant distance of two metres to $A$.

**Fig. 3:** Top: pedestrian density field, computed with the kernel defined by (3) with $\lambda = 1$, $p = 4$; bottom: computed with a fixed bandwidth of $d = 1$ m. Black indicates a density $> 4$ m$^{-2}$.
3.3 Comparison with other Density Estimators

In Fig. 4, a plot of the density versus time is shown, averaged over the regions marked in Fig. 3, and computed by four methods: the standard method of counting people in the region, a fixed-bandwidth kernel estimator, our variable-bandwidth estimator, and finally the density estimator based on Voronoi diagrams denoted in Steffen & Seyfried (2010) as “Dv”. The regions have the respective areas $A_1 = 15.8 \text{ m}^2$, $A_2 = 6 \text{ m}^2$, and $A_3 = 1 \text{ m}^2$.

Remark

The Voronoi method in its original form is not designed for unconfined crowds; we work around this fact by assuming that the pedestrians stop and cease to move once they exit the area covered by the cameras, thereby limiting the size of the boundary Voronoi cells. More recently, Liddle et al. (2011) propose to simply cut off the Voronoi cells beyond a disk of certain radius centred at the respective pedestrian.

All methods yield results very similar to the standard density when computed for very large regions, with the possible exception of the Voronoi estimator (without cut-off) because of boundary cells of infinite size. However, for smaller regions, the fixed-bandwidth estimator typically yields values that are significantly lower than the standard density since a large portion of the pedestrian mass is located outside the respective region. For very small “microscopic” regions, such as $A_3$, the densities computed with the fixed-bandwidth estimator can be larger than the standard density since pedestrian mass from outside the region cumulates inside the region regardless of the number of pedestrians already occupying that location. In contrast to this, Fig. 4 demonstrates that the estimator proposed by us yields values that are close to the standard density at all scales. As a result, small temporal variations in density are also described more faithfully by this estimator. Therefore, we may compute pedestrian density data with high spatio-temporal resolution and high precision. We expect that this feature is particularly useful to analyze the fine structure of fundamental diagrams (Zhang et al. 2011).

4 Conclusion and Future Work

In this work, we present a framework for measuring local density fields from video recordings of human crowds captured by multiple cameras. By utilizing methods from photogrammetric image analysis, we first extract the trajectories of the pedestrians from each camera, and merge these data by matching locations with minimum spatio-temporal distance.

From these trajectories, we compute the pedestrian density field via a modified version of a nearest-neighbour kernel estimator recently proposed by us, with an additional parameter $p$ that serves as a temporal smoothing parameter for the bandwidth. The density obtained in this way is a smooth function of the object coordinates and time, and faithfully represents the standard density when averaged over regions of arbitrary sizes.
In addition, the reader may be aware that the density field is applicable in the estimation of a flow field by requiring that the continuity equation holds. This approach is the subject of present work, the results of which will be reported in Plaue et al. (2012), where we will also describe how obstacles and boundaries can be taken into account.

Note that the automatic, data-driven estimation of values for $\rho$ and $\lambda$ is still an open problem in our context. Methods from statistical data analysis for automatic bandwidth selection might prove to be appropriate tools to attack this problem (Comaniciu 2003, Wu 2007).

Acknowledgements

We would like to thank all university staff and students who helped with conducting the experiments, and we especially thank C. Neumann for carrying out the data analysis and implementing the density estimation method based on Voronoi diagrams. Furthermore, we thank the reviewers for their helpful comments and suggestions.

The authors gratefully acknowledge the support of Deutsche Forschungsgemeinschaft (German Research Foundation) for the project SCHW548/5-1 + BA1189/4-1.

The numerical calculations were made with the computing software MATLAB by MathWorks.

Finally, we would like to thank the organizers of the conference Photogrammetric Image Analysis 2011, Technical University of Munich, Germany.

References


Address of the Authors:
MATTHIAS PLAUE, MINJIE CHEN, GÜNTER BÄRWOLFF & HARTMUT SCHWANDT, Technische Universität Berlin, Institut für Mathematik, D-10623 Berlin, Tel.: +49-30-314-25651, Fax: +49-30-314-21110, web page: http://www.math.tu-berlin.de/projekte/smdpc/, e-mail: {plaue}{minjie.chen}{baerwolf}{schwandt}@math.tu-berlin.de

Manuskript eingereicht: Februar 2012
Angenommen: Juni 2012