Semi-automatic Integration of Panoramic Hyperspectral Imagery with Photorealistic Lidar Models
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Summary: This paper presents a method for increasing the automation of the registration of panoramic hyperspectral images with co-registered conventional digital imagery and a point cloud acquired with a terrestrial laser scanner (lidar), for geological purposes. The SIFT (scale invariant feature transform) interest operator is used to find homologous points between the two imagery types which, because they are recorded at different spectral ranges (visible and short wave infrared) using different geometric projections, differ significantly in appearance. After reducing false matches using RANSAC (random sample consensus), a geometric model for panoramic cameras is applied to retrieve the orientation parameters of the hyperspectral scenes. Once registered, hyperspectral classifications can be combined with the lidar geometry in photorealistic models, allowing material information to be linked to object geometry. Improved automation of the data registration reduces processing time and makes the domain more accessible for non-specialists.

1 Introduction

The technique of hyperspectral imaging has been used for many years, mostly applied from airborne or satellite-borne platforms. Recent technological advances have given rise to terrestrial hyperspectral imaging sensors, and these are being applied in an increasingly diverse range of laboratory and field settings, including surgery, food safety, surveillance and geology. These hyperspectral sensors record the light reflected from an object in hundreds
of narrow (3–15 nm) spectral bands, allowing creation of near-continuous spectral curves that can be used for the analysis of absorption properties (Van der Meer 2004), detection of subtle geochemical differences (Clark et al. 1990) or quantitative analysis of pixel composition (Clark & Roush 1984). Hyperspectral imaging is an established method, allowing different materials to be mapped and quantified, even where differences are indistinguishable with the naked eye.

Photorealistic 3D models created from terrestrial laser scanners (TLS, also known as lidar) and digital semi-metric imagery have been widely used in geological applications (Bellian et al. 2005, Buckley et al. 2008), and geomatics techniques are becoming prevalent in the field of outcrop geology. Geological outcrops are exposed cliff sections or quarries that, when captured in 3D, can help to improve the understanding of geometrical relationships between geological features. High-accuracy and high-resolution 3D models of geological outcrops are used to extract statistical data, such as sizes of features, thicknesses of strata, or surface orientation, as well as for interpretation and educational purposes (Bellian et al. 2005, Buckley et al. 2008, 2010). However, mineralogical and lithological mapping is normally limited to interpretation of the three standard spectral bands (red, green, blue; RGB) acquired in the visible spectrum by the conventional digital camera. Many minerals exist that cannot be distinguished using visible light, but that exhibit specific absorption and reflectance properties in the infrared region of the electromagnetic spectrum (e.g. limestone and dolomite; Clark et al. 1990). Therefore, complementing the photorealistic 3D outcrop models with auxiliary spectral data, in the form of hyperspectral data, can provide domain experts with additional geochemical information, adding great potential to studies of mineralogy and lithology (Kurz et al. 2012). This goal relies on the accurate registration of the component data types.

In this paper the first results are presented of a semi-automatic method for registration of terrestrial panoramic hyperspectral imagery with data acquired by a laser scanner with an integrated standard digital camera. The resulting orientation parameters of the hyperspectral images establish their position and orientation relative to the point cloud and enable enhancement of the photorealistic outcrop models with classification products. The required processing steps are implemented as a series of Matlab (MathWorks) scripts. As such, automated image registration methods are highly desired to reduce processing time, improve registration accuracy, and make the method more accessible for non-specialists. The data used in this project were acquired for the purposes of geological studies, though the workflow is application-independent, and can be applied analogously in other disciplines.

2 Background

Although lidar systems primarily record geometric data, in the form of the point cloud, many systems record ancillary information pertaining to the strength of the returned laser signal, known as intensity or amplitude. Lidar intensity data can be used to register auxiliary image data in the scanner coordinate system. Furkko & King (2004) registered conventional photos using tie points between the photos and synthetic images created from the point cloud intensity values. Bohm & Becker (2007) and Gonzalez-Aguilera et al. (2009) registered multiple scan positions on the basis of control points matched between digital photos and the intensity images recorded by a TLS. The success of using lidar intensity for registration purposes is reliant on the signal digitization depth (dynamic range) being of sufficient quality to identify strong features for determining correspondence.

Several successful attempts have been made to integrate terrestrial hyperspectral data with lidar and image data. Kurz et al. (2011) automatically measured reflective targets and manually selected additional natural tie points between the point cloud and hyperspectral image in order to ensure a uniform point distribution. Exterior image orientations and intrinsic panoramic hyperspectral camera parameters were determined in a bundle block adjustment. The authors reported difficulties with the manual, and time-consuming, measurement of tie points between the point...
ties were important in this study, where homologous (corresponding) points needed to be found between images acquired in varying parts of the electromagnetic spectrum (Fig. 1). The behaviour and efficiency of the SIFT interest operator has been mostly documented when applied to images of man-made features with many edges, corners and relatively regular patterns (Picard et al. 2009). In contrast, geological outcrops have a completely different scene composition and character, with natural features, few hard edges and irregular texture (Fig. 1). Additionally, the two image types to be matched in this study are acquired using different projections (central perspective and cylindrical panoramic) and with different resolutions. Such environments can be challenging for interest operators, especially if the distribution of identified points, used as tie points in later stages of processing, is of high importance.

### 3 Data Characteristics

The datasets used in this study were acquired in two different locations, in Spain and Norway. Data collection in the Pozalagua quarry in Cantabria, northern Spain, had the geological aim to map the distribution of sedimentary products such as limestone, different types of dolomite and calcite (Kurz et al. 2012). The main objective of the data collection in the second location, the Gudal quarry near Åheim in central-West Norway, was to map the degree of serpentinization in ultramafic rocks. Because the rock types in the two

![Fig. 1: Detail of a Nikon D200 photo; left: RGB; middle: greyscale; right: the corresponding part of a HySpex image, 1.629 μm wavelength.](image-url)
quarries were different, their appearance in the images varies, creating different environments for tie point extraction.

Data were acquired with two separate systems, a portable hyperspectral HySpex SWIR-320m camera (Norsk Elektro Optikk AS), and a Riegl LMS-Z420i (RIEGL 2012) terrestrial laser scanner with a Nikon D200 camera mounted on top. Both systems were located close to each other (very short baseline, c. 1.5 m) at the time of data acquisition in order to reduce differences in the viewing angle of the sensors. The exposure position of the HySpex sensor was included in an overview lidar scan so that the relative position of the two instruments was recorded.

3.1 Hyperspectral Imagery

The HySpex SWIR-320m is a portable terrestrial hyperspectral line scanner, with a 14° field of view across track. The sensor covers the spectral range from 1.3 µm to 2.5 µm over 241 bands, with a sampling interval of 5 nm and has 320 pixels in the across track direction. As a pushbroom linear-array sensor, the system uses a rotation stage to construct the image in the along-track direction. This results in cylindrical imaging geometry, which must be modelled to allow a precise coupling with the lidar and conventional image data. The sensor can be successfully represented by a geometric model for panoramic cameras (SCHNEIDER & MAAS 2006), as described in (KURZ et al. 2011).

From the Pozalagua quarry two hyperspectral scans were used, of size 320 pixels x 1200 pixels (image B1) and 320 pixels x 1500 pixels (B2), and with a ground pixel size varying between 0.06 m and 0.09 m at ranges between 60 m and 130 m. From the dataset acquired at Gudal quarry, one hyperspectral scan was used (A1), of size 320 pixels x 1000 pixels. With a scanning range of c. 20 m, this resulted in a ground sample distance of c. 0.015 m. Imagery was collected to maximize coverage of the geology in the limited field time, rather than for the photogrammetric configuration (KURZ et al. 2011).

3.2 Digital Photos

A 10.2 megapixel Nikon D200 single-lens reflex (SLR) camera was mounted on top of the terrestrial laser scanner. Two different lenses were used while acquiring data for this study: a Nikkor 85 mm lens (Pozalagua quarry), and a Nikkor 50 mm lens (Gusdal quarry). The interior orientation of the lenses was calibrated and the focal lengths fixed for the duration of the data collection. The position of the camera was calibrated relative to the scanner centre, so that the photographs could be easily registered in the lidar coordinate system and further used for texturing of the lidar surface model (BUCKLEY et al. 2010).

The difference in optical construction and much higher sensor resolution of the Nikon camera resulted in a significantly better ground sampling distance when compared to the hyperspectral images, being between 0.004 m and 0.009 m for the Spain dataset and around 0.003 m in the Gudal quarry. Horizontal and vertical fields of view of the Nikon D200 camera are 10.6° and 15.8° for the 85 mm lens and 18.0° and 26.6° for the 50 mm lens. The photos were collected with a 10% horizontal overlap, so that several photos are often necessary to cover the area of one HySpex image or lidar scan (see example in Fig. 4).

3.3 Lidar Point Cloud

The Riegl LMS-Z420i is a long range, high performance terrestrial scanner capable of delivering points with accuracy (1σ) of 0.01 m and average repeatability of 0.004 m at the range of 50 m (RIEGL 2012). The scan distance at the Pozalagua quarry varied between 60 m and 130 m, and the resulting point density was 0.05 m to 0.10 m. At the Gudal quarry the scanner was located at a distance of 20 m from the outcrop wall, resulting in a point cloud density of around 0.03 m. The collected point clouds and digital imagery were processed as in BUCKLEY et al. (2010) to obtain a photorealistic model for each site.
4 Data Integration Workflow

In order to integrate hyperspectral imagery into the lidar coordinate system, 3D control points need to be determined between the hyperspectral panoramic images and the data collected by the TLS system. Because the dynamic range of the point cloud intensity values recorded by the LMS-Z420i scanner was very low, it was not possible to create a synthetic intensity image with quality high enough for interest point extraction. Instead, the registered Nikon photos were used as the reference dataset, and hyperspectral panoramas were matched with these. The SIFT interest operator was used to find natural tie points between the hyperspectral imagery and the photos acquired by the Nikon camera (orange block in Fig. 2). Because of significant disparities between these two datasets, the interest operator algorithm was configured to yield as many points as possible, though a high number of false matches resulted. Therefore, robust homography model fitting using random sample consensus method (RANSAC) (Fischler & Bolles 1981) was applied in order to ensure the correct linking of conjugate points. 3D object coordinates of the matched points were obtained by subpixel interpolation within the point cloud backprojected on the image plane (blue block in Fig. 2). Finally, exterior orientation parameters of the hyperspectral image were established by spatial resection using the identified point pairs and the geometric model for panoramic cameras described in Schröder & Maas (2006) (green block in Fig. 2).

4.1 Preprocessing of the Hyperspectral Imagery

Firstly, raw spectral data acquired by the HySpex SWIR-320m sensor were converted into at-sensor radiances, according to the spectral calibration report provided by the sensor manufacturer. Each hyperspectral image consists of 241 very narrow spectral bands. Some of these bands contain only random noise, as certain wavelengths are completely absorbed by the atmosphere, and others are highly correlated with neighbouring bands. Many different methods exist to reduce the dimensionality of the data, and most of these are based on principal component analysis (PCA), relying on several preprocessing steps (de-striping, bad pixel interpolation, correction of brightness gradients). All these corrections are crucial for the final spectral mapping procedures but they also change locally the digital number values of the image. The influence of this change depends strongly also on the correction algorithm applied. In order to make the hyperspectral image registration independent of the spectral processing workflow, it was decided to make use of the almost unchanged at-sensor radiance images.

![Fig. 2: General processing workflow.](image-url)
4.3 SIFT Interest Points and Image Matching

Hyperspectral images consist of hundreds of spectral bands, but, as previously mentioned, the SIFT detector operates only on a single image band. An attempt to merge all the points correctly matched between all the hyperspectral image bands and the Nikon photos revealed a small band mis-registration in the HySpex SWIR-320m sensor, most likely caused by a keystone effect (Neville et al. 2004). It was therefore decided to identify one spectral band that was optimal for matching with the overlapping Nikon photos. The criterion used in this selection procedure was the maximum total number of points matched between the spectral band and all the overlapping Nikon images. In the cases where several spectral bands had an equal total number of control points found, priority was given to the band with the highest minimum number of points matched for a single photo.

Using the described selection procedure, bands 61 (1.629 µm) and 78 (1.712 µm) were selected respectively as the best wavelengths for tie point extraction purposes for the Pozalagua B1 and B2 hyperspectral images (Fig. 3). In the dataset from the Gusdal quarry the 2.326 µm wavelength (band 204) was chosen. The troughs in Fig. 3 where very few points were matched correspond to spectral bands strongly affected by atmospheric absorption.

The VLFeat open source library (Vedaldi & Fulkerson 2008), containing implementations of the SIFT detector and descriptor, together with a matching procedure, was used for the purposes of this study. In order to yield

Fig. 3: Number of points matched between bands of the hyperspectral image and the overlapping photos. The wavelengths selected for matching are marked by red arrows.
as many interest points as possible, the SIFT detector was configured with values of 0 for
the peak threshold, so that even points with the lowest contrast were detected, and 10 for
the edge response threshold to filter weak edge responses. To reject matches that were too
ambiguous, the VLFeat library uses a nearest neighbour algorithm with a distance ratio
threshold, as suggested in Lowe (1999).

Due to many incorrect matches identified during a visual quality check, a homography
model was fitted to the matched points using RANSAC. A homography model was used
(instead of a fundamental matrix), due to a very short baseline between matched images,
and the fact that after pre-processing (section 4.2) the Nikon images were very close to a
rotated, scaled, or warped version of the hyperspectral imagery. It is worth stressing that this
model was only used for false match elimination and not utilized in any of the further ori-
entation steps.

The number of homologous points found at each stage of the processing workflow is
summarized in Tab. 1. Only overlapping image areas were taken into account in detect-

### Tab. 1: Number of homologous points at different processing stages (SIFT = scale invariant feature transform).

<table>
<thead>
<tr>
<th>HySpex image</th>
<th>SIFT points</th>
<th>Photo (pre-processed)</th>
<th>detected SIFT points</th>
<th>Matched points</th>
<th>RANSAC inliers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>per photo</td>
<td>total</td>
</tr>
<tr>
<td>B1</td>
<td>1490</td>
<td>Photo 001</td>
<td>375</td>
<td>62</td>
<td>274</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Photo 002</td>
<td>337</td>
<td>68</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Photo 003</td>
<td>370</td>
<td>73</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Photo 004</td>
<td>446</td>
<td>73</td>
<td>1</td>
</tr>
<tr>
<td>B2</td>
<td>1662</td>
<td>Photo 005</td>
<td>467</td>
<td>64</td>
<td>253</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Photo 006</td>
<td>459</td>
<td>57</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Photo 007</td>
<td>381</td>
<td>70</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Photo 008</td>
<td>420</td>
<td>62</td>
<td>1</td>
</tr>
<tr>
<td>A1</td>
<td>1581</td>
<td>Photo 003</td>
<td>441</td>
<td>105</td>
<td>303</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Photo 004</td>
<td>396</td>
<td>104</td>
<td>303</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Photo 005</td>
<td>394</td>
<td>94</td>
<td>1</td>
</tr>
</tbody>
</table>

**Fig. 4:** Correctly matched points between B1 HySpex image (false colour composite shown here) and the overlapping Nikon photos.
were interpolated in the back-projected point cloud image pixel array.

4.5 Spatial Resection

The orientation parameters of each HySpex image were established by a spatial resection (Lührmann et al. 2007) using the geometric model for rotational linear-array panoramic cameras. The image and object coordinates of the control points, established automatically in previous processing steps, and the interior camera calibration parameters were supplied as input to the software Bundle (Schneider & Maas 2007).

5 Results and Discussion

For the Pozalagua dataset, 110 control points were successfully matched using the SIFT interest operator between the 4 overlapping conventional photos and the HySpex B1 image (Fig. 4). 66 points were matched for the B2 image. The matching accuracy rates were estimated as 40% for image B1 and 26% for image B2. For the Gusdal A1 image, 165 homologous points were correctly matched with the three overlapping photos. In this dataset the matching accuracy was 54%.

The values expressing matching accuracies (Tab. 1.) are not directly comparable between datasets acquired in the two different locations. Not only were the image scales different (different imaging range, camera lens), but also the imaged geology was of a different mineral composition. The number of correctly found homologous point pairs depends on the content/texture of the matched images, and thus on the both the 3D roughness and the 2D heterogeneity of the imaged surface. However, in the case of matching images acquired at different spectral ranges, the resulting number of points matched seems to be also material dependent. The difference in visual appearance between the materials in image A1 (Gusdal) and the conventional photos is much smaller than in the case of images B1 and B2 (Pozalagua). This can explain the relatively high (54%) matching accuracy result for the A1 image. On the other hand, images B1 and

4.4 Point Cloud Back-Projection

By themselves, the image coordinates of the homologous points in the hyperspectral imagery and the photos are not sufficient for the registration process. 3D object coordinates (X, Y, Z) are required, which may be derived indirectly from the lidar point cloud. In order to achieve that task, two processing steps were carried out for all conventional photos. Firstly, the point cloud was back-projected onto each photo plane using the collinearity condition, so that the relationship between each photo pixel and the object coordinates (X, Y, Z) was determined. This stage used the known projection centre, and the interior and exterior orientations from the pre-registered Nikon camera data. The effect of the photo downsampling algorithm was taken into account when defining the back-projection, in order to keep the correspondence between pixel and object point coordinates. In the second step, the exact object coordinates (sub-pixel) of each matched point
B2 contain very similar rock types, as they show the same outcrop wall, though a relatively large area of image B1 contains a freshly cut rock face that has a very distinctive texture pattern, and hence a higher matching accuracy (40%). Other factors, such as the amount of surfacing weathering and the infrared lighting conditions at the time of exposure, and therefore the signal strength, may also influence the number of extracted interest points.

The identified homologous points were successfully used in a spatial resection (RMS of planimetric coordinates of ground points below 0.8 pix) to retrieve orientation parameters of the HySpex SWIR-320m scenes in the lidar project coordinate system. This in turn enabled the possibility to texture the lidar mesh model (Buckley et al. 2010) with the HySpex processing products. An example of an outcrop model textured with both conventional photographs and results of hyperspectral classification (hyperspectral map) is shown in Fig. 5.

The hyperspectral image orientation parameters established using the processing workflow presented above have been used in

Fig. 5: 3D model textured with conventional photos (area outlined in red) and the results of hyperspectral image classification, where blue colours represent limestone and pink dolomite. Green rectangle marks the model sample shown in Fig. 6, right.

Fig. 6: 2D vectors digitized manually on a false colour RGB composite of the B1 HySpex image (left), and the corresponding 3D vectors displayed on the photorealistic model (right). Larger model overview shown in Fig. 5.
a visual quality check. Several clearly distinguishable features were digitized manually in the hyperspectral B1 image (Fig. 6, left). The collinearity condition with additional parameters (Schneider & Maas 2006) was applied to the 2D pixel coordinates of each point of the digitized vector line on the hyperspectral image, using the newly established image orientation parameters. For each point, a ray was intersected with the lidar mesh to obtain a 3D point in the project coordinate space. The resulting 3D vectors were displayed together with the photorealistic outcrop model (Fig. 6, right). The correct position of the 3D vectors on the photorealistic model shows that HySpex image orientation parameters obtained using the proposed method can be used in the data integration process.

6 Conclusions and Future Work

In this paper a semi-automated method for integrating panoramic hyperspectral imagery into photorealistic outcrop models was presented. The automation level was increased by automatic point matching between the hyperspectral images and conventional photos. The SIFT interest operator proved to be robust to very different “radiometric conditions”, and capable of finding homologous points on images acquired in significantly different spectral ranges, i.e. in visible light (Nikon photos) and the short wave infrared spectrum (HySpex SWIR-320m imagery). The resulting matching accuracy rates are low when compared to the results obtained between data collected in similar spectral ranges; however, the elimination of false matches using RANSAC yields enough correct points to register the hyperspectral panoramic images to the lidar project coordinate system.

Although the control point distribution was not optimized for photogrammetric processing, the resulting HySpex image orientation enables the possibility to complement lidar outcrop models with spectral products, and is therefore a valuable technique for the domain end-users, geologists.

More work is required in order to evaluate the geometric accuracy of the determined orientation parameters. The quality of the developed data registration procedure can be further improved by using a bundle block adjustment to simultaneously orientate multiple images, instead of the single image spatial resection applied here. Application of a bundle block adjustment would be beneficial to check the stability of the interior orientation parameters of the HySpex SWIR-320m camera. In this case, matching should be restricted to areas of high data overlap, to reduce processing time. The control point distribution should be controlled and optimized for the purposes of photogrammetric applications. Influence of contrast enhancement on the final number of correct control points found will be investigated in order to force successful matches in low texture image areas.
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