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Object Reconstruction from a Single Architectural Image
Taken with an Uncalibrated Camera

FRANK A. VAN DEN HEUVEL, Delft (The Netherlands)

Zusammenfassung: Objektrekonstruktion aus ei-
nem einzelnen mit einer unkalibrierten Kamera auf-
genommenen Architekturphoto. Es wird ein linien-
photogrammetrisches Verfahren zur Modellie-
rung von Architekturobjekten aus einem Bild vor-
gestellt. Fiir die Bestimmung der Objektmodell-
Parameter wurde eine Kleinste-Quadrate-Biin-
delausgleichung entwickelt. Zusétzlich zu inter-
aktiv bestimmten Linien werden verschiedene
Objektbedingungen wie Koplanaritét, Parallelitét
und Rechtwinkligkeit eingefiihrt. Die Bedingun-
gen erhohen die Qualitit der Objektparameter-
Bestimmung und verringern die Zahl der erfor-
derlichen Linienbeobachtungen. Hier wird der
Extremfall behandelt, bei dem die Zahl der Bilder
auf eines reduziert ist.

Die Parameter der inneren Orientierung des
Einzelbildes werden in einer getrennten Ausglei-
chung bestimmt. Das mathematische Modell be-
ruht auf Parallelitit und Rechtwinkligkeit von Li-
nien, die durch einen Algorithmus fiir Linien-
Wachstum gewonnen werden. Dazu wird ein Ver-
fahren zur Auffindung von Fluchtpunkten einge-
setzt. Nach erfolgreicher Bestimmung von Flucht-
punkten benoétigt die Berechnung der inneren Ori-
entierung keine interaktiven Eingriffe.

Das Verfahren wird beispielhaft zur teilweisen
Rekonstruktion eines zerstorten Gebédudes aus
einem einzelnen Bild des Meydenbauer-Archivs
angewandt. Die innere Orientierung des Bildes
war unbekannt. Es zeigt sich, dass das Verfahren
fir diese Art von Bildern sehr gut geeignet ist.
Die erreichte Genauigkeit fiir die Objektrekon-
struktion wird abgeschétzt.

Summary: This paper reports on a line-photo-
grammetric approach for modelling architectural
objects using a single image. For the estimation
of the object model parameters a least-squares
bundle adjustment is developed. In addition to
the manually derived image line observations se-
veral constraints on the object parameters are in-
corporated in the adjustment. Coplanarity, par-
allelism, and perpendicularity are examples of
these constraints. The constraints improve the
quality of the estimated object parameters and
reduce the number of image line observations re-
quired. This paper concentrates on the extreme
case where the number of images required for re-
construction is reduced to one.

The interior orientation parameters of the
single image are determined in a separate least-
squares adjustment. The mathematical model of
this adjustment is based on parallelism and per-
pendicularity constraints on image line observa-
tions that are extracted using a line-growing al-
gorithm. These constraints result from a vanish-
ing point detection procedure. With successful
vanishing point detection the determination of the
parameters of the interior orientation does not
require manual interaction.

As an example, the approach is applied for the
reconstruction of part of a demolished building
using a single image from the Meydenbauer ar-
chives. The interior orientation of the image was
unknown. It is concluded that the approach is
very suitable for this type of imagery and results
in a partial reconstruction of which the precision
is assessed.

1 Introduction

The research reported in this paper concen-
trates on object modelling in architectural
photogrammetry. The main goal is to ex-
ploit the characteristics of this application
in order to allow object modelling from a

minimum number of images, and assess the
quality of the resulting object model. The
latter is especially important when redun-
dancy is low which is even more likely to
occur when only a single image is used.
However, in architectural photogrammetry
sufficient object information can generally
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be inferred from the image for an estimation

of the object model parameters with con-

siderable redundancy. This holds true, even
for reconstruction from a single image, as
is illustrated by the example presented in

section 4.

The main characteristic of the application
is the availability of object information that
results from knowledge or assumptions on
the construction of the building. The object
information applied in the approach present-
ed in this paper is split into three groups:
1. Object edges are straight. When lens dis-

tortion is absent, straight object edges re-

sult in straight line features in the image.

Especially in architectural photogram-

metry line features show advantages over

point features for measurement (STREI-

LEIN 1998, VAN DEN HEUVEL 2000). There-

fore, only line features are used as photo-

grammetric observations.

2. Object faces are planar. In fact, this type
of object information relates to the pre-
vious type as the intersection of two pla-
nar faces leads to a straight edge. This
object information implies that a poly-
hedral ‘boundary representation’ or B-
rep is a suitable type of representation for
the object at hand. In this representation
the object edges and faces intersect in the
object points. To ensure a valid B-rep, ob-
ject constraints are used that force the
points into the planes.

3. Object shape constraints. The main con-
straints used are:

e Parallelism of object edges and faces

e Perpendicularity of object edges and

faces

e Coplanarity of object points and faces

e Symmetry of object edges

Control points, i.e. object points with
known co-ordinates, are not required, other
than a minimum set for defining a co-ordi-
nate system. It is possible to include known
distances between two points or between
two parallel planes.

The use of a priori object information as
outlined above distinguishes this approach
from other ones. Here, the term line-photo-
grammetry is applied because the line fea-

tures in the images are the observations.
However, there is no explicit parameterisa-
tion for the edges in object space as in many
other line-photogrammetric approaches
(MuLAwA & MIKHAIL 1988, ZIELINSKI 1993,
PATIAS et al. 1995, SCHWERMANN 1995).
The main reasons for not using object line
parameters are the large number of object
constraints required for a valid B-rep, in
combination with the complexity of the
formulation of these and other object
constraints.

Assumptions on the shape of the building
are applied in the reconstruction in the form
of weighted constraints. The need for object
constraints also results from the use of a
polyhedral B-rep for model representation.
The so-called point-in-plane constraint (sec-
tion 4.1) ensures planar faces. Other meth-
ods refrain from the use of shape con-
straints and therefore these methods require
multiple images (STREILEIN 1998) or an ima-
ge sequence (POLLEFEYS et al. 2000).

Object reconstruction from measure-
ments in a single image is frequently inves-
tigated by researchers from the computer
vision community (BRAUER-BURCHARDT &
Voss 1999, GuiLLouU et al. 2000, JELINEK &
TAYLOR 1999, LIEBOWITZ et al. 1999, STURM
& MAYBANK 1999), and less in the photo-
grammetric community (WILLIAMSON &
BriLL 1990, BRAUN 1994, KARRAS & PETSA
1999). The International Committee for Ar-
chitectural Photogrammetry (CIPA) estab-
lished a task group on the topic (CIPA-TG2
2001). All methods use at least parallelism
and perpendicularity information of edges
in object space. Sometimes edge detectors
are used to extract the line features in the
image. However, manual interaction is often
required, especially for the extraction of
edges needed for object reconstruction. It is
beyond the scope of this paper to discuss
the differences between the various approach-
es. The main difference of the approach pre-
sented in this paper and approaches found
in the literature is the application of a rigo-
rous least-squares adjustment for the para-
meter estimation for the camera calibration
as well as for the object reconstruction. This
adjustment facilitates error propagation and
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simplifies the assessment of the quality of
the results.

The line-photogrammetric bundle adjust-
ment for multiple images was developed a
few years ago (VAN DEN HEUVEL 1999 a). The
application of this bundle adjustment to line
observations in a single image is new. For
single image bundle adjustment the appro-
ximate value computation for the object
parameters needs special attention (section
4.2). The main reason is that the parameters
cannot be approximated by forward inter-
section with two or more images. Further-
more, new object shape constraints are im-
plemented.

Previous research on single image object
reconstruction concentrated on the adjust-
ment of condition equations that contain no
object parameters (VAN DEN HEUVEL
1998 b). Object reconstruction (i.e. the com-
putation of the parameters of the object mo-
del) was done in a separate step using the
adjusted image line observations and object
constraints. This approach does not result
in a unique solution for the object model in
all cases. Another disadvantage is that error
propagation is cumbersome due to the se-
parate object reconstruction step. There-
fore, the quality of the object model cannot
be assessed as with a weighted bundle ad-
justment with parameters. Furthermore, the
object constraints in the form of condition
equations on the line observations are com-
plex for many types of constraints. How-
ever, its advantage is that approximate va-
lues for object parameters are not required.

The rest of this paper is structured as fol-
lows. Section 2 gives an overview of the
method. The camera calibration from a
single image is presented in section 3, and
the object reconstruction in section 4. The
method is applied to a scanned reproduction
from the Meydenbauer Archives. The re-
sults are discussed in sections 3.3.3 and 4.3.
Conclusions are drawn in section 5.

2 Overview of the method

The developed method for object recon-
struction from a single image with unknown
interior orientation consists of two main

image

.

1. camera
calibration

- line extraction
- vanishing points
- |.s. adjustment

|

interior
orientation

v

2. object
reconstruction

- measurement
- approximate values
- |.s. adjustment

.

object
model

Fig.1: Overview of the procedure for single
image object reconstruction.

steps (Fig. 1). The first step is a highly auto-
mated procedure for the least-squares esti-
mation of the interior orientation parame-
ters including lens distortion. The mathema-
tical model is built from parallelism and per-
pendicularity object constraints on straight
edges in the image. The edges are extracted
using a line-growing algorithm. The con-
straints result from a vanishing point detec-
tion procedure that also does not require
manual interaction.

In the second step manual measurements
are required to extract edges in the image
that correspond to object edges. Further-
more, object information such as topology
and shape constraints is to be inferred from
the image. After computation of approxi-
mate values, a bundle adjustment is used to
adjust the line observations and estimate the
parameters of the object model, and the ex-
terior orientation. Interior orientation para-
meters from the first step are not estimated
in the latter adjustment because high corre-
lations with the exterior orientation parame-
ters would deteriorate the solution, and is
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even likely to prohibit convergence of the
iterative procedure. Furthermore, it is not
expected that the precision of the interior
orientation parameters can be improved in
the second step, assuming a correct con-
straint specification by the vanishing point
detection procedure. The types of object
constraints used in the first step are also used
in the second step, supplemented with other
types of object constraints such as symmetry
constraints. However, the image line obser-
vations are different in both steps.

3 Camera calibration

In the first step of the procedure the interior
orientation parameters of the single image
are determined from edges extracted using
image processing. Section 3.1 deals with the
edge extraction and the representation of an
edge in the mathematical model. In section
3.2 the vanishing point detection method is
discussed. This can be regarded as a proce-
dure for grouping edges that have the same
orientation in space. This information is
used for the formulation of condition equa-
tions that build the mathematical model.
The estimation of the interior orientation
parameters using this model is discussed in
section 3.3.

3.1 From edge extraction to
observations

In the approach presented here, lines in the
image plane serve as observations in the ma-
thematical models, and not points as in con-
ventional photogrammetry. The method for
line extraction is briefly discussed in the next
section. The parameterisation of the image
lines and the options for the stochastic mo-
del are presented in the sections thereafter.

3.1.1 Edge extraction by line-growing

Edges are automatically extracted by apply-
ing a line-growing algorithm that is summa-
rised as follows. The line-growing process
starts at seed points in the image where the
gradient is above a pre-set threshold. The
algorithm searches in the direction indicated

by the gradient for pixels that sufficiently
match the seed point pixel in gradient
strength and orientation. The neighbouring
pixels that match the criteria are added to
the pixels of the line. A line is fitted to the
gathered pixels and the growing process is
continued. When no more pixels can be ad-
ded to the line, the resulting fitted line — spe-
cified by its endpoints — is checked against
a pre-set minimum line length. The number
and length of extracted straight image lines
depends on the parameters such as the mi-
nimum gradient strength and the minimum
line length.

For the estimation of the interior orien-
tation parameters only lines extracted with
this line-growing algorithm are used. No
manual measurements are required.

3.1.2 The interpretation plane

A straight line in the image can be parame-
terised in several ways. Although two para-
meters suffice for the representation of an
image line, the four image co-ordinates
(x, ) of the end points are used here. This
guarantees a singularity-free representation,
and simplifies the formulation of the stocha-
stic model.

Like a point in the image is associated
with a ray in space, a line in the image is
associated with a plane in space. This plane
is called the interpretation plane (Fig. 2).

Assume a perfect central projection with
the principal point in the centre of the image,
and focal distance f. The orientation of the

e object
Image line
% interpretation |*99€

plane

Fig.2: A line in the image and its associated
interpretation plane.
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interpretation plane is defined by its normal
vector (n) that is constructed from the two
vectors from the projection centre to the
endpoints of the line (x):

n =X, X X,, with: x = (x, 3, —f) M

The calibration procedure is started with a
rough approximation for the focal length.

3.1.3 The stochastic model

The stochastic model plays an important

role in the quality assessment of the para-

meters estimated by a weighted least-squares
adjustment. To set up the covariance matrix

(Q) of the observations two options have

been implemented:

1. The variances of the co-ordinates of the
endpoints decrease linearly with the
length of the line in pixels.

2. The variance is constant for all endpoint
co-ordinates.

The first model is designed for lines ex-
tracted using an edge detection approach.
The second model is used for lines that are
extracted manually by measurement of their
endpoints. For the tests described in this pa-
per only the latter model is applied.

3.1.4 Example

Fig. 3 shows the image that is used to illu-
strate the methods presented in this paper.
Itis alow resolution scan (1200 x 865 pixels)
of a reproduction of a photograph by AL-
BRECHT MEYDENBAUER taken in the year

1911. It depicts a building in the historical
centre of Berlin called “Kommandantur”.
This building no longer exists like many
other buildings in the historical centre.
There is a need for reconstruction using the
photographs from the Meydenbauer Archi-
ves such as this one (WIEDEMANN et al. 2000).
In Fig. 3 (right) the lines extracted using the
line-growing algorithm presented in section
3.1.1 are overlayed with the image. The ex-
traction was limited to the part of the image
that contains the building. 223 lines were ex-
tracted with the minimum line length set to
40 pixels.

3.2 Vanishing point detection

When straight image lines have been extrac-
ted the parameters of interior orientation
are determined by applying two types of ob-
ject constraints. First, parallelism assump-
tions of object edges are applied. Second,
perpendicularity is used of the three major
object orientations defined by three groups
of parallel edges. When lens distortion is
absent, the projections of object edges that
are parallel intersect in a point in the image
called the vanishing point (Fig. 4). With the
detection of a vanishing point the paralle-
lism of the related object edges is assumed.

The method for vanishing point detection
was designed to make use of the assumption
of perpendicularity between the three main
object orientations (VAN DEN HEUVEL
1998 a). However, when principal point and
effective focal length are unknown only pa-
rallelism assumptions can be used in the va-

Fig.3: The Meydenbauer image (left) and the automatically extracted image lines (right).
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Fig. 4: Vanishing point as the intersection of the
projections of parallel lines in object space.

nishing point detection procedure. Projec-
tions of parallel object edges intersect in a
vanishing point independent of the location
of the principal point or the focal length.
The perpendicularity assumption is introdu-
ced to allow the estimation of the interior
orientation parameters (section 3.3).

3.2.1 Intersection of three interpreta-
tion planes

The method for vanishing point detection
is based on the statistical testing of the in-
tersection hypotheses of combinations of
three image lines, or rather the intersection
of the three interpretation planes associated
with these lines. The intersection constraint
can be written as the determinant of the ma-
trix built from the three normal vectors (n)
of the interpretation planes i, j, and k:

[0, W, n"] = det(n’, W, n*) = 0 ()

In case the lines do not (perfectly) inter-
sect this constraint will result in a misclosure

(m):
[0, 0, n"] = m (3)

The hypothesis of interpretation plane inter-
section is tested with the normalised misclo-
sure relative to a critical value (¢v)

m

g,

m

<cv “)

The standard deviation of the misclosure
(g,,) is computed from the covariance ma-

trix of the image co-ordinates Q (section
3.1.3):

a2, =b"Qb (5)
with b the vector of partial derivatives. The
part of b for image point a can be written as:
_Om on’
on’ ox*

(6)

3.2.2 The procedure for vanishing
point detection

The procedure for the detection of the va-

nishing points is summarised as follows:

e The longest of all available image lines is
chosen as the first line of the vanishing
point.

e The test values of all combinations of this
longest line and two other image lines are
computed according to (4).

e Lines are clustered using the results of the
testing. This usually results in several clus-
ters that often have a large number of lines
in common.

e For the largest clusters an adjustment is
set up, based on all (independent) con-
straints in the cluster and a line error hy-
pothesis is tested for each line.

e Rejected lines are removed from the clus-
ters and the adjustment is repeated until
all remaining lines are accepted.

e The cluster with the largest number of
lines is selected as the first vanishing point
cluster.

The procedure is repeated with the remai-
ning (non-clustered) lines to detect the other
two vanishing points. More details on this
procedure are found in (VAN DEN HEUVEL
1998 a).

3.2.3 Example

The result of the vanishing point detection
procedure applied to the extracted lines of
the Meydenbauer image is shown in Fig. 5.
The upper most image corresponds to the
first vanishing point and contains the lon-
gest line (264 pixels). A few lines of this va-
nishing point do not correspond to object
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Fig.5: Result of detection of three vanishing
points.

edges with the same orientation, but were
notremoved. All extracted lines were assign-
ed to one of the three vanishing points. The
number of lines of the first, second, and third
vanishing point is respectively 117, 42, and
64. Note that the third vanishing point is at
infinity in the image plane. In other words,
theimage is in a two-point perspective (WIL-
LIAMSON & BRILL 1990). In the current im-
plementation, the interior orientation para-

meters are input to the procedure. It has
been verified that the vanishing point detec-
tion is not affected by a change in these pa-
rameters. With an a priori standard devia-
tion of 1 pixel (constant value for the end-
point co-ordinates of an image line) the esti-
mated variance factor of the adjustment of
all parallelism constraints is 0.576.

3.3 Interior orientation parameter
estimation

3.3.1 The mathematical model with
parameters

To build the mathematical model for the
least-squares parameter estimation two
types of constraints are applied, i.e. paralle-
lism and perpendicularity constraints. The
constraints are specified automatically using
the vanishing point detection algorithm de-
scribed in the previous section. There, only
the parallelism constraint is used and the
mathematical model does not contain para-
meters. Now the model is extended with the
interior orientation parameters and (1) be-
comes:

X = xo - k1(x - xu)rz
X = y_yn_kl(,y_yo)rz (7)
-/
with:
f: effective focal length
x,, y,: co-ordinates of the principal point
k,: radial lens distortion parameter
’,2 = (.X - xo)2 + (y - yn)2

If required, lens distortion can be modelled
more extensively.

The perpendicularity constraints involve
the interpretation plane normals of four
lines, consisting of two perpendicular sets
(1 and 2) of two lines that are parallel in
object space. This constraint can be written
as:

(n} x mj) - (5 x nj) =0 ®)
In order to set up a least-squares adjust-

ment, equations (2) and (8) are linearised
with respect to both parameters and the ob-
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servations. This leads to a so-called mixed
model (TEUNISSEN 1999):

B'E{y} = Ax;Q, )

with:

E{.} expectation operator

y vector of the observations (observed
— computed)

X vector of corrections to the parame-
ters

A, B design matrices (partial derivatives)

Q, covariance matrix of the observations
(section 3.1.3)

The constraints used for the model (9)
have to be independent in order to compute
the solution as described in the next section.
This is achieved in the following way. First,
for each object orientation the two image
lines are selected that best define the object
orientation. Let us call these two lines the
base lines. Then for each of the n-2 remain-
ing lines of that orientation, parallelism
constraints are set up according to (2) (n is
the number of lines in a cluster of parallel
lines). Each constraint involves three lines,
two of which are the base lines. In this way,
n-2 independent constraints are defined for
each object orientation. Second, only three
perpendicularity constraints are set up ac-
cording to (8). These constraints are formu-
lated using the base lines of each object ori-
entation that have been used for the paral-
lelism constraints as well. The three inde-
pendent constraints define perpendicularity
between three combinations of two object
axes (XY, YZ, and ZX).

3.3.2 Parameter estimation

The system of equations (9) is transformed
into a standard system of observations
equations by the introduction of the so-cal-
led derived observations (z):

E{z} =Ax;Q,

with:

E{z} =B'E{y}; Q,=B'Q,B
The full covariance matrix Q, of the derived

observations results from propagation of
the diagonal covariance matrix of the obser-

(10)

vations Q,. The least-squares solution to the
system (10) is well known:

£=(ATQ,'A)'ATQ, 'z (1)

The computation of the residuals of the ori-
ginal observations is explained in (VAN DEN
HEUVEL 1999 a).

Since the mathematical model is non-line-
ar in both the parameters and the observa-
tions, the iteration process needs special at-
tention. Convergence has to be obtained by
iterating in the parameters first to avoid a
solution that is biased by the approximate
values of the parameters. After that, itera-
tion in both the parameters and the obser-
vations leads to a set of parameters and ob-
servations that fit the model.

In the presence of considerable lens dis-
tortion the solution is to be computed in two
steps (VAN DEN HEUVEL 1999 b). In the first
step the lens distortion is estimated. In the
second step the interior orientation parame-
ters are estimated using the results of the
first step.

3.3.3 Example

The procedure for estimation of interior ori-
entation parameters is applied to the Mey-
denbauer image, using the results of the va-
nishing point detection for the specification
of the parallelism and the three perpendicu-
larity constraints. Trying to estimate the
three interior orientation parameters using
the adjusted observations from the vanish-
ing point detection, a correlation of close to
a 100% between the focal length and the
principal point x co-ordinate appears. This
is due to the two-point perspective (section
3.2.3). Fixing the principal point in the
middle of the image in column direction, the
estimation of the two remaining parameters
converged in five iteration steps. Conver-
gence is not sensitive to the approximate
values. For both parameters starting values
were more than 150 pixels different from the
solution presented in Tab. 1. Formal stan-
dard deviations are based on the a priori
standard deviation of 1 pixel for the end-
points of the image lines. Using the original
line observations the estimated variance fac-
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Tab. 1: Estimated interior orientation parameters (in pixels).

Interior orientation Original observations Adjusted observations
(pixels)

Parameter Standard deviation Parameter Standard deviation
Principal point y 586 12.3 601 12.8
Focal length 1131 10.7 1152 9.4

tor is 0.588 (218 degrees of freedom), close
to the value of the vanishing point adjust-
ment (section 3.2.3). Estimation of the radial
lens distortion parameter k, results in a
value of 0.30 x 1073, only 2.5 times its stan-
dard deviation.

4 Object reconstruction

The line-photogrammetric bundle adjust-
ment was developed for the estimation of
the parameters of a boundary representa-
tion from the image line observations of
multiple images (VAN DEN HEUVEL 1999 a).
In this section, first an overview of the line-
photogrammetric bundle adjustment is pre-
sented (section 4.1). Approximate values for
the parameters are required because of the
non-linearity of the model. Especially in the
case of single image processing, approxima-
te value computation needs special attention
(section 4.2). The application of the presen-
ted bundle adjustment procedure on the
Meydenbauer image is discussed in section
4.3.

4.1 Overview of the line-photogram-
metric bundle adjustment

The mathematical model of the line-photo-
grammetric bundle adjustment relates the
image line observations (section 3.1) to the
parameters of the object model. Although
usually only the co-ordinates of the points
represent the geometry of a B-rep, in this
approach also the parameters of the object
planes are incorporated in the model. The
reason is the simplicity of the formulation
of geometric object constraints. Two groups
of parameters can be distinguished, (1) ob-
ject model parameters (points and planes)
and (2) exterior orientation parameters. In-
terior orientation parameters are not esti-

mated and have to be determined before-
hand (section 3).

Over-parameterisation is applied in com-
bination with constraints to avoid singula-
rities inherent in some parameter choices.
Four parameters are used for each object
plane, i.e. the normal vector of the plane and
a position parameter. The position is the
perpendicular distance of the plane to the
origin. A constraint is used to force the nor-
mal vector length to 1. The rotation matrix
of exterior orientation is parameterised by
four parameters of a quaternion. The length
of the vector of the quaternion elements is
constrained to 1.

The basic relation of the line-photogram-
metric bundle adjustment is the point-in-
plane constraint. First, there is an object
point in interpretation plane constraint
(Fig. 6). Second, the object point in object
plane constraint is formulated that is very
similar to the first one.

For the object point in interpretation
plane constraint the normal vector to the in-
terpretation plane is rotated into the object
co-ordinate system by applying the rotation
matrix of exterior orientation (R), and (1)
becomes for line i:

n, = R(x, X X,) (12)
image
n /
projection ’ ———
center | ) )
\ interpretation
_~  plane

=TS abject

point

origin

Fig.6: Object point in interpretation plane.
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With the vector to the projection centre (r)
and the vector to the object point (X), the
object point in interpretation plane const-
raint for image line i is written as:

(13)

With the (signed) plane position parameter
[, the object point in object plane constraint
becomes:

n-x—n-r=0

nx—1=0 (14)

Equation (13) relates the observations to the

object point parameters, while (14) relates

the object point parameters to the object
plane parameters. With more than three
points in a plane, the latter constraint en-

forces coplanarity of object points. It is im-

portant to note that object faces that are

coplanar share the same plane parameters.

A number of object shape constraints
have been implemented that will not be dis-
cussed in detail here. In (HRABACEK & VAN

DEN HEUVEL 2000) the formulation of most

of them is presented:

e Points: coplanarity (14), distance between
two points, and co-ordinates of control
points.

e Lines: parallelogram,
straint (section 4.2).

e Planes: angle, parallelism, and distance
between two planes.

symmetry con-

All constraints have been implemented as
weighted observation equations. This has
the advantage that realistic weights can be
used for instance for the shape constraints,
and thus uncertainty in the constraints is
taken into account. Furthermore, con-
straints do not have to be independent. The
relations that build the mathematical model
are non-linear in the parameters and non-
linear in the observations. The least-squares
solution to this model is discussed in sec-
tion 3.3.

4.2 Measurement and approximate
value computation

Only a few of the lines extracted using the
line-growing algorithm described in section
3.1.1 are suitable for object modelling and

correspond to the edges of the building fa-
cades. Many other edges show poor con-
trast in the image. Therefore, manual inter-
action is required. Not only for line meas-
urement, but also for the specification of the
topology of the B-rep, and object shape
constraints.

Approximate values of all parameters
have to be available to set up the linea-
rised observation equations. With the image
line measurements, object topology, and
shape constraints available, the approxima-
te values are computed in the following or-
der:

1 Exterior orientation parameters
2 Object point parameters
3 Object plane parameters

The last two steps are then repeated until
no new parameters are computed.

In the first step the direct solution that is
presented in (VAN DEN HEUVEL 1997) is used
to compute the exterior orientation parame-
ters based on the measurement of 4 points
(or lines) that correspond to a rectangle in
object space. For the second step all avail-
able linear equations that contain the object
co-ordinates are gathered. These equations
relate to the following constraints:

e Point in interpretation plane. The exterior
orientation parameters as well as the in-
terpretation plane normals are regarded
as constants and thus equation (13) be-
comes linear in the object point co-ordi-
nates.

e Point in object plane. When step 2 is re-
peated, object plane parameters are avail-
able from step 3. Regarding them as con-
stants, also (14) becomes linear in the co-
ordinates.

e Control point co-ordinates. These linear
equations are of the form x—x, =0,
where x, is the vector of control point co-
ordinates.

e Parallelogram equations. These equations
relate the four corner points of a paralle-
logram in object space, and have the sim-
ple linear form (x, — x,) — (x; —x,) = 0.

Apart from the control point constraint,
all these constraints are independent of the
choice of the co-ordinate system. This is not
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the case for the symmetry constraint. This
constraint has the same form as the paral-
lelogram constraint, apart from the fact that
the vector (x; — x,) is mirrored with respect
to the XY, YZ, or XZ plane. In the current
implementation this constraint is only used
for object reconstruction.

The computation of approximate plane
parameters is based on (14) only. Then the
point co-ordinates from step 2 are treated
as constants, and (14) is linear in the plane
parameters. Plane parameters can be com-
puted when the co-ordinates of at least three
points are available. Similarly, object point
co-ordinates can be computed when three
or more planes are available. These planes
can be interpretation planes as well as object
planes.

4.3 Example

In Fig. 7 the manual measurements are over-
layed on the Meydenbauer image. Closed
polygons are measured through their corner
points of which the image co-ordinates are
stored. Each corner point is an endpoint of
at least two individual image lines and re-
lates to one point in object space. Each
closed polygon is associated with an object
face and each image line with an interpre-
tation plane (Fig.2). In this way the topo-
logy of the polyhedral B-rep is specified to-
gether with the relations between image
measurements and object points.

In this approach only object parts (parts
of building faces) that are visible in the ima-
ge are reconstructed. As in the multiple im-
age example described in (VAN DEN HEUVEL,

Fig.7: Manually measured points, lines, and
faces.

1999 a), some occluded object parts can be
reconstructed with only one image also, but
this has not been investigated here.

In Tab. 2 the number of image and object
features, and the related number of parame-
ters and equations are listed. This table also
contains an overview of the object con-
straints that were inferred from the image
and the precision that was assigned to them.
Although 29 faces were specified, for only
12 planes there are parameters in the model.
In this way coplanarity of several faces is
enforced. In Fig. 7 three control points are
indicated by circles. Six co-ordinates of
these points have been fixed. The distance
between the two points on the front of the
building was derived from a cadastral map
(41.39 m), and processed as a distance con-
straint. In this way the co-ordinate system
is fixed with minimum control. The estima-
ted variance factor is 0.535 with an a priori
standard deviation for the endpoints of the

Tab. 2: Parameters and equations in the adjustment.

number parameters equations precision (o)

image lines 100 - 152 Q, (10)
distance 1 - 1 (control) 0.1m
object points 76 228 6 (control) 0.001 m
object planes 12 48 12 10°°
image orientation 1 7 1 10°°
point-in-plane - - 123 0.01m
plane angles 11 - 1 0.1deg
parallelogram 15 - 45 0.01m
symmetry 6 - 18 0.01m
totals 283 369
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Tab. 3: Precision of the object points (¢ in meter).

Standard deviation (m) X Y z

Average 0.080 | 0.095 | 0.055
Minimum 0.013 | 0.008 | 0.022
Maximum 0.135 | 0.384 | 0.127

lines of 1 pixel (86 degrees of freedom). The
formal standard deviations of the object co-
ordinates (excluding control points) are
summarised in Tab.3. Note that the stan-
dard deviations depend on the control point
choice, and the applied shape constraints
and their weights. The largest residual to an
endpoint co-ordinate is 2.0 pixel. Reliability
parameters are not computed. However, it
is noted that for some observations there is
no redundancy and thus reliability is absent.

The estimated exterior orientation para-
meters show that the photograph was taken
at a distance of 34.5m (o 0.17 m) from the
corner of the building at a height of 1.78 m
(¢ 0.08 m) above the lowest (ground) points
of the object model.

The determined boundary representation
is converted to VRML-format with textures
derived from the image by a rectification for
each face. Two views of the resulting object
model are shown in Fig. 8. The error ellip-
soids are enlarged with a factor 10 relative
to the model and visualise the covariance
matrices of the object points. The model is
available on the Internet (MEYDENBAUER
2001).

5 Conclusions

Methods are presented for camera calibra-
tion and object reconstruction from line
measurements in a single image. No manual
measurements are required for the proce-
dure for camera calibration when vanishing
point detection is successful. The parame-
ters of interior orientation are estimated in
a least-squares adjustment from image lines
extracted by line-growing. The mathemati-
cal model is built with independent con-
straint equations that are non-linear in the
parameters as well as in the observations.
A vanishing point detection algorithm infers
the constraints. Applying the calibration
procedure to a historical image of a build-
ing, the position of the principal point could
not be estimated in column direction due to
the two-point perspective. Estimation in
row direction showed the principal point is
more than 150 pixels below the centre of the
image. The formal standard deviation of the
principal point is 12 pixels. The precision of
the focal length is 11 pixels.

In the procedure for object reconstruction
the point and plane parameters of a B-rep
are estimated together with the parameters
of exterior orientation using a line-photo-
grammetric bundle adjustment. The adjust-
ment model is built from point-in-plane
constraint equations that relate the image
line measurements to the object co-ordina-
tes, and the co-ordinates to the plane para-
meters. Furthermore, the topology of the B-
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Fig.8: Two views on the texture mapped model (error ellipsoids enlarged with a factor 10).
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rep and several object shape constraints are
incorporated in the least-squares adjust-
ment through weighted observation equa-
tions. Adjustment of 100 image lines (stan-
dard deviation of endpoints set to 1 pixel)
and 32 shape constraints resulted in the 3 D
co-ordinates of 76 points with an average
precision between 5 and 10 cm.

The paper demonstrates the potential of
a single image with unknown interior and
exterior orientations for partial reconstruc-
tion of architectural objects. All parameters
involved are estimated using a least-squares
adjustment that facilitates the assessment of
their precision. If available, more images
with possibly different interior orientations
can be included in the adjustment. A more
complete reconstruction of higher quality
will be the result.
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