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Summary: In contrast to LiDAR data provided by
discrete return systems, full waveform LiDAR data
(FWD) improve the quality of products and extend
the possibilities of their application. Beside evident
benefits, FWD imposes strong requirements on the
sensor acquisition and storage hardware. At the
moment, there is little effort reported on sensor
level waveform data compression. Vendor specified
waveform data formats are generally not published
for the users and do not mention compression op-
tions. Since the recorded waveform is intrinsically
noisy, there is less practical need to use lossless
compression methods. As long as the properties of
FWD are preserved, in other words, as long as it is
possible to extract the same FWD features, and the
compression noise is below or comparable to the
noise of the signal, lossy compression methods are
suitable. Such compression of FWD was studied in
previous work where waveforms were compressed
individually or in groups forming images, which is
considered as 1D and 2D compression, respective-
ly. This work presents a strategy for FWD compres-
sion that is based on multi-component transforms,
which is included in JPEG-2000 Standard Part 2.
This extension to JPEG-2000 Standard exploits the
3D correlation between waveform samples and al-
lows compressing waveform cubes without organ-
izing samples. The results of this study indicate
that the removal of data redundancies in all three
dimensions results in slightly better compression
performance than using 1D or 2D approaches.
More importantly, the user has the flexibility to de-
cide on how much the data should be compressed or
what level of the reconstruction error is allowed.
Besides JPEG-2000 compression, this investigation
includes experiments with additional data decorre-
lators, such as Karhunen-Loève transform and
wavelet transform. The conclusion of this study is
that the JPEG-2000 Standard is an effective method
for FWD compression of waveform cubes, result-
ing in high compression ratios and low data degra-
dation.

Zusammenfassung: Untersuchung zur Kompres-
sion von Full Waveform LiDAR-Daten auf Sensor-
ebene unter Verwendung der JPEG-2000 Multi-
komponenten-Transformation. Im Gegensatz zu
den üblichen Discrete Return Systemen können
Full Waveform LiDAR-Daten (FWD) die Qualität
der Produkte verbessern und erweitern somit ihre
Anwendungsmöglichkeiten. Neben diesen offen-
sichtlichen Vorteilen stellen FWD sehr hohe Anfor-
derungen an den Sensoraufbau und die verfügbare
Speicherkapazität. Bisher gibt es noch wenige Ar-
beiten zur Datenkompression der FWD-Daten auf
Sensorebene. Herstellerspezifische Full Waveform
Datenformate werden in aller Regel nicht dem An-
wender zur Verfügung gestellt und erwähnen keine
Möglichkeit der Datenkompression. Da die aufge-
zeichneten FWD ohnehin verrauscht sind, ist es
nicht nötig, eine verlustfreie Kompression zu ver-
wenden. Solange die Eigenschaften der FWD er-
halten bleiben, das heißt, dieselben FWD-Merkma-
le extrahiert werden können und das Kompres-
sionsrauschen unter oder vergleichbar dem Signal-
rauschen ist, können auch verlustbehaftete Kom-
pressionsmethoden genutzt werden. Diese Art der
FWD-Kompression ist aus vorherigen Studien als
1D- oder 2D-Kompression bekannt, bei denen ein-
zelne oder Gruppen von Wellenformen als Bilder
interpretiert und komprimiert werden. In dieser
Arbeit wird eine Strategie zur FWD-Kompression
präsentiert, welche auf einer Multikomponenten-
Transformation basiert und im JPEG-2000 Stan-
dard Teil 2 beschrieben ist. Diese ist eine Erweite-
rung zum JPEG-2000-Standard, die die 3D-Korre-
lation zwischen Waveform-Proben auswertet und
damit die Kompression eines kompletten Wave-
form-Kubus ohne Proben als Startwerte erlaubt.
Die Ergebnisse dieser Studie zeigen, dass das Ent-
fernen von Redundanzen in allen drei Dimensionen
zu einer geringfügig besseren Kompression als die
ausschließliche Nutzung von 1D- oder 2D-Infor-
mationen führt. Zusätzlich eröffnet sich dem Nut-
zer jedoch die Möglichkeit zu entscheiden, wie
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Transformation. Das Ergebnis dieser Studie zeigt,
dass der JPEG-2000-Standard eine effektive Me-
thode für FWD-Kompression in Form eines Wave-
form-Kubus bietet. Daraus resultiert eine hohe
Kompressionsrate bei nur geringem Qualitätsver-
lust der Daten.

stark die Daten komprimiert werden sollen oder
welcher maximale Fehler bei der Rekonstruktion
zugelassen wird. Neben der JPEG-2000-Kompres-
sion beinhaltet unsere Untersuchung Experimente
mit zusätzlicher Datendekorrelation wie der Kar-
hunen-Loève-Transformation und der Wavelet-

1 Introduction

The hardware developments of laser scanning
technology continuously provide new applica-
tion possibilities, though, limitations and diffi-
culties are frequently encountered in the intro-
duction phase. Starting from 2004, when the
full-waveform digitization became available
for the commercial airborne scanning systems
(HUG et al. 2004, MALLET & BRETAR 2009),
improvements of quality of LiDAR data and
products have been observed. The main ad-
vantages of the full waveform data (FWD)
are: (1) denser and more accurate point cloud
generation (MALLET & BRETAR 2009, PAR-
RISH & NOWAK 2009), (2) improved results in
vegetation mapping, e.g. for forestry applica-
tions (PIROTTI 2011), and (3) better point cloud
classification (REITBERGER et al. 2008, TOTH
et al. 2010, HEINZEL & KOCH 2011, MALLET et
al. 2011). Despite of the advantages of FWD,
technology limitations are still present. For
example, waveform data may not be record-
ed at maximum pulse rate designated for the
discrete return systems; there is also a lack of
vendor independent tools for waveform data
processing; finally, the most common problem
is the amount of FWD. Typically, FWD binary
files, e.g. Riegl SDF, are 3–4 times larger than
the binary files (LAS) containing correspond-
ing point clouds. Although storage technolo-
gies continue to develop, allowing for faster
read/write operation and accommodation of
larger data volumes, the drawback of the in-
creasing size of FWD continues to be an issue.
Most of the activities of LiDAR data com-

pression are concerned with the reduction of
the point cloud size to better support the dis-
semination of primary LiDAR products. The
most widely used solutions in practice are the
lossless LASzip (ISENBURG 2011), LASCom-
pression (GEMMALAB 2009,Mongus&Žalik
2011) and the lossy/lossless LiDAR Compres-

sor (LIZARDTECH 2014). Other approaches are
hardware accelerated compression (BIASIZZO
& NOVAK 2013) or considering the point cloud
thinning as lossy compression in topographic
applications (PRADHAN et al. 2005). Although
the need for FWD compression is indisput-
able, there is rather limited research related
to sensor level waveform compression. Work
on compressing each waveform separately
(TOTH et al. 2010) and exploiting 2D correla-
tion between waveform samples for more ef-
ficient compression is reported in Jóźków et
al. (2015). BUNTING et al. (2013) proposed the
Sorted Pulse Data (SPD) format for storing
LiDAR data, implemented in the open source
software library SPDLib (SPDLIB 2013). SPD
follows the Hierarchical Data Format version
5.0 (HDF5) (KORANNE 2011, THE HDF GROUP
2014) which supports lossless compression
using the zlib deflate algorithm (THE INTERNET
ENGINEERING TASK FORCE (IETF) 1996). Since
this compression does not exploit LiDAR data
properties, e.g. spatial or temporal correlation,
the compression ratio is likely to be limited.
Due to the complexity of data stored in SPD,
it is difficult to compare the compression ra-
tios with those obtained using other methods.
Though there are results reported on SPD file
compression, they are based on limited ex-
periments (BUNTING et al. 2013). Another pro-
posed waveform exchange standard, Pulse-
Waves (ISENBURG 2014) provides an option for
file compression, but it is still in the develop-
ment phase, so details are unknown at the mo-
ment. Additionally, waveform decomposition
for a sum of components or echoes (CHAUVE
et al. 2007, MALLET & BRETAR 2009) also re-
presents lossy FWD compression allowing for
reconstruction/decompression. Obviously, the
compression rate and data distortion strongly
depend on the number of detected echoes. Ac-
cording to the authors’ knowledge, there is no
work published assessing the performance in
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for waveforms compression is based on a 3D
waveform data structure, called a waveform
cube (Jóźków et al. 2015), due to its similarity
to the image cube of hyper-spectral images. A
very similar idea of representing waveforms
in a volumetric data structure, but for static
terrestrial scanning, was presented earlier by
STILLA & JUTZI (2008). The waveform cube is
not a standard or a file format, but the struc-
ture of FWD arrangement that maintains the
topology of waveform samples according to
the data acquisition process (Fig. 1). The three
dimensions of the waveform cube are: flight
direction of the aircraft, scan line (cross flight
direction), and the direction of the laser pulse
propagation (waveform). It must be empha-
sized that the waveform cube is not a geore-
ferenced structure, such as an orthophoto or a
digital terrain model (DTM) grid, i.e. the dis-
tance in the 3D space between any two ele-
ments of the cube cannot be calculated based
in the cube indices; however, the topology of
waveform samples is always related to the spa-
tial order of the laser pulses, i.e. the sequence,
as they are acquired in time.
While the formation of the waveform cube

is simple, there are a few additional aspects
that should be mentioned. First, the outgoing
pulse is also digitized as part of the wave-
form record, since this information is essen-
tial for waveform decomposition. There are
two ways to compress the outgoing waveform:
either jointly with the return waveform or in-
dependently, by forming another waveform

terms of ratio and reconstruction noise of the
lossy compression represented by waveform
decomposition parameters.
Since there is little need for lossless com-

pression of FWD (Jóźków et al. 2015), this pa-
per investigates a lossy compression approach
which employs the extensions of JPEG-2000
Standard Part 2 of multi-component trans-
form. This transform allows exploiting the
correlation of waveform samples along three
directions: waveform, scan line, flight line,
and then compresses the entire waveform
cube without the need of separating and com-
pressing single waveforms or arranging them
into groups, etc. In relation to 1D (TOTH et al.
2010), and 2D (Jóźków et al. 2015) compres-
sion of FWD, the expected gain of the ap-
proach proposed here is a higher compression
ratio, as the data redundancy may be better
removed by considering full spatial (3D) cor-
relation of the waveforms. Additionally, two
other transforms for FWD decorrelation were
tested to investigate whether the reported high
performance of compression based on JPEG-
2000 Standard could be further improved.

2 Waveform Data Arrangement

2.1 Waveform Cube

Full waveform data is not necessarily restrict-
ed to the digitized waveform, but is usually
identified with waveform signal samples, the
essential data for further processing. Addi-
tional data, such as time and pointers to flight
navigation parameters are necessary to com-
pute geolocation and, finally, to create the
point cloud. The size of the mandatory meta-
data, however, is much smaller than the size
of waveform samples, which implies that the
compression is mainly considered for wave-
form samples. Besides the vendor specified
formats for waveform data storage, which are
usually unknown, there are independent stan-
dards allowing the waveform data exchange,
such as the LAS format (ASPRS 2013); note
that only point data record formats starting
from LAS v1.3 are able to store FWD, and the
PulseWaves tool (ISENBURG 2014) or SPDLib
(SPDLIB 2013) have this capacity, too. The
strategy used in the approach proposed here Fig. 1: Waveform cube structure.
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shape can change abruptly, resulting in a less
efficient compression.
The third aspect is the waveform cube size

which is defined in two directions by the wave-
form record length and the number of pulses
per scan line. Both may fluctuate on some sys-
tems, in which case, empty waveform samples
or records can be inserted, respectively. The
third dimension, however, can be set arbi-
trarily, ranging from a few scan lines to all the
scan lines in a strip. Given the spatial extent
and the computational aspects, a nearly equal
size in the horizontal dimensions is preferred,

cube. Since the size of the outgoing waveform
is fixed, the second option is preferred. Sim-
ilarly, for multi-wavelength LiDAR systems,
waveform cubes can be formed for each sen-
sor; note the correlation among the different
wavelength waveform could be potentially
exploited for compression in the future. The
second aspect is the object space complexity,
which has a paramount effect on the spatial
correlation of the waveforms. Neighbouring
waveforms are generally similar to each other
over open and slowly changing areas, whereas
in built-up areas, such as urban canyons, their

Fig. 2: Test waveform cube location: (a) Area covered by both the C1 and C2 cubes, Corbin, Vir-
ginia, USA, (b) C3 cube, Duck, North Carolina, USA.
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a vertical range of 36 m, clearly sufficient to
include all the natural and man-made objects
in these areas.

3 Compression Strategy

Similarly to our previous work, only lossy
compression methods were considered be-
cause a perfect reconstruction of recorded
FWD is practically not necessary, as dis-
cussed in details by Jóźków et al. (2015).
Based on those results, it was concluded that
JPEG-2000 Standard was the most efficient
among the tested 2D strategies of waveform
data compression. Here the objective is to ex-
tend the compression from 2D to 3D, so the
goal of this study is to benefit waveform data
compression by exploiting the correlation of
waveform samples in each of three dimen-
sions: along flight line, scan line, and wave-
form direction. Extensions of the JPEG-2000
Part 2 (TAUBMAN & MARCELLIN 2002) intro-
duce a multi-component transform result-
ing in the ability to compress multi-band im-
ages. In short, the simplest multi-component
transform first applies a decorrelating trans-
form, e.g. 1D wavelet transform, to each pixel
of the image in the third dimension, and then
each image component, e.g. band, follows
the JPEG-2000 Part 1 compression schema.
Due to the Part 2 extension, previous JPEG-
2000 restrictions of compression only single
band or three band images, as RGB, were re-
moved and the possibility of applying JPEG-
2000 compression to hyper-spectral images
consisting of multiple bands became avail-
able (KULKARNI et al. 2006). Since the struc-
ture of hyper-spectral images and waveform
cubes are identical, both data types can be
compressed using the same strategies. The ex-
tension of the JPEG-2000 Part 2 containing
multi-component transform is implemented
only in a few specialized software packages,
such as the PICTools Medical SDK for com-
pressing volumetric medical scans (ACCUSOFT
2014), LEADTOOLS JPEG 2000 Image Com-
pression SDK (LEADTOOLS 2014), Open-
JPEG library (OPENJPEG 2014), and Kakadu
Software (KAKADU SOFTWARE 2013) which, in
version 7.2, was used in this study. In order
to investigate the variability of the waveform

which is similar to the standard practice of til-
ing large geospatial data. Note that some sen-
sors use multiple waveform digitizers, requir-
ing the use of multiple cubes.
In summary, the idea of the waveform cube

is not ideal in terms of implementation, as it
may not be directly applicable to all scanners;
for example, waveform sample rearrangement
may be needed. Yet in a statistical sense, the
waveform cube provides an effective way to
achieve high compression performance due to
its ability to exploit 3D correlation.

2.2 Test Data

The data variability greatly affects compres-
sion performance manifested by the value of
the compression ratio; usually data with a low
variation can be compressed with higher ra-
tio than more varying data. Consequently, test
data for the assessment of compression perfor-
mance should be chosen carefully, avoiding
the extreme conditions of high and low data
complexity. The test site, shown in Fig. 2a,
contains a mixture of topographic elements,
such as buildings, road infrastructure, dense
forest, single trees, and open terrain. To sup-
port this study, two waveform cubes were ex-
tracted and used in extensive tests, covering
nearly the same area and acquired by using
two different LiDAR systems (Riegl Q680i
and Riegl Q780) on the same flight. This ex-
plains a slightly different size of both test
waveform cubes of 504 × 1200 × 120 and 488
× 1170 × 120 scan lines, waveforms per scan
line, and samples in the waveform (l, s, w di-
mensions in Fig. 1), for the first (C1) and the
second (C2) cube, respectively. Additionally, a
3 km single strip, C3 (Fig. 2b), acquired using
a Riegl Q780 scanner, was processed, allow-
ing to test the algorithm in diverse conditions,
in terms of topographical objects. Tests for C3
data included both emitted and returned wave-
form cubes; the numbers of waveform samples
were 28 and 120, respectively. The strip was
divided into 12 cubes, each containing 496
scan lines, and the number of pulses was 1170
per scan line.
For all datasets, the signal intensity was

sampled at 1 ns with 8 bit resolution. Thus, the
waveform consisting of 120 samples represent
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• Karhunen-Loève transform (KLT) (KAR-
HUNEN 1947, QUIRK 2003),

• wavelet transform (WLT) using Cohen-
Daubechies-Feauveau 5/3 wavelet (CDF
5/3) (COHEN et al. 1992),

• no transform (NOT) for comparison pur-
poses.
KLT was applied to the cube regarded as

a discrete vector stochastic process (QUIRK
2003). This means that the whole waveform
cube should be considered as a single large
image which is the result of ‘gluing’ together
slices of the cube along the waveform-scan
line plane. Considering dimensions of the
cube as l, s, and w according to Fig. 1, the sin-
gle large image B will have the size of w, and
l·s (shown on the right side in Fig. 4) and then
KL-transform is calculated as:

TC K B= ⋅ (1)
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is the KLT matrix whose columns are the ei-
genvectors of the covariance matrix of image
B. Note that covariance of the image can be
calculated two ways, depending on whether
columns or rows of the image are treated as
random variables. In this work, the first meth-
od was applied. C is the KL-transformed sin-
gle large image which is reshaped backward
into the cube, and then subjected to the subse-
quent operations. The key of such use of KLT
is the data decorrelation, resulting in packing
the energy of the signal mostly in the first few
bands (QUIRK 2003,VAIDYANATHAN 1998). This
could benefit the JPEG-2000 multi-band com-
pression, where many compressed bands may
contain almost no energy. KLT is reversible,
which means the original image B can be re-
constructed based on the transformed data C
and the transformation matrix K:

B K C= ⋅ (2)

The inverse KLT was applied for the recon-
struction (decompression) process, which in-

cube affecting compression, additional oper-
ations were also performed prior to Kakadu
compression. The flowchart of all performed
operations is presented in Fig. 3 and discussed
below in details.
Since the actual range of waveform sample

intensities (values) varies for each band of the
waveform cube and, thus, may adversely af-
fect the decorrelating transforms, waveform
cube bands were normalized before applying
these transforms. In this study, three variants
of the band-wise normalization were tested:
• zero-mean (ZM), where the mean value of
the band was subtracted from the waveform
samples for each band,

• unit-variance (UV), where beside the mean
removal, sample normalization was applied
so that each band had unit variance,

• no normalization, i.e. using the original
cube data (OC) for comparison purposes.

• JPEG-2000 contains the full lossy com-
pression scheme, including (1) the trans-
form engine for data decorrelation, (2) the
quantization engine for data loss/reduction,
and (3) the bit encoding engine for lossless
compression. Nevertheless, the influence
of using data decorrelations prior to JPEG-
2000 is of interest since better decorrela-
tion usually results in a better compression
rate. Therefore, as a preprocessing step,
three different decorrelation methods were
tested:

Fig. 3: Flowchart of operations executed dur-
ing experiments.
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nal content will be included only in one quar-
ter of the cube. This sequential WLT known
as multi-resolution analysis (MRA) (MALLAT

1989) will finally result in packing the energy
of the signal in the first few bands, similar to
KLT (see the length of Lo component in Fig. 4).
The number, n, of possible levels of MRA de-
pends on the length of the original signal. n is
less than log2 (m), where m is the length of the
signal; for example, for a waveform length of
120, used in this study, the maximum MRA is
7 levels; however, only three levels were used
here to avoid edge effects and length extension
of the WLT components. Similarly to KLT,
WLT is totally reversible.
From the perspective of compression of an

8 bit waveform cube, data normalization and
transforms contradict to the idea of data re-

cludes data reshaping between waveform cube
and single large image, but in the reverse order
as in the compression process.
In the second test, 1D WLT was applied to

each waveform separately (Fig. 4). The results
of WLT are low- and high-frequency compo-
nents, denoted here as Lo and Hi. Considering
1D WLT as applied in this work, both Lo and
Hi components have the same length, equal to
half of the length of the original signal (wave-
form). Note that the low-frequency compo-
nent contains most of the original signal en-
ergy, thus considering such transform for all
waveforms, the energy would be packed into
one half of the cube bands. Similarly, the Lo
component can be subjected to another WLT
resulting in two new components having half
of the length of the parent, so the original sig-

Fig. 4: Wavelet transform applied on the large image of the whole waveform cube.
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rameter is the bits per pixel ratio, i.e. the aver-
age number of bits for a single pixel in the
compressed file. Obviously, this value must be
smaller than the bit depth in the original image
in order to gain a reduction in the file size, but
a smaller ratio means a larger data distortion
due to compression. The resulting ratio might
be slightly different from the value given by
the user because the compression strength de-
pends also on the inherent parameters of the
data. Since the original waveform data is 8
bits, experiments were executed for 20 para-
meters, ranging from 0.4 to 8 bits with a step
size of 0.4 bits. Note that Kakadu compressed
JPEG-2000 file might include several recon-
struction qualities, in other words, one file
may contain data compressed with different
ratios at the same time, but this option was not
tested during this investigation.

4 Performance of Waveform Data
Compression

Compression performance might be evalu-
ated from different perspectives, such as the
achieved compression ratio and reconstruc-
tion error. The compression ratio is defined
by the percentage of the compressed file size
with respect to the original one. In the case
of image compression, the bits per pixel ra-
tio (BPP) or the bits per pixel per band ratio
(BPPPB) are frequently used to describe the
compression ratio, depending whether a sin-
gle- or a multi-band image is compressed. The
BPP value is the number of bits used to store
a single pixel in the compressed image. Due
to the similarity of multi-band images and
waveform cubes, the BPPPB was used in this
study. Note that a pixel of the image cube is
equivalent to a waveform sample in the wave-
form cube. Knowing the BPPPB ratio for the
original and compressed cubes, the compres-
sion ratio or percentage ratio can be easily
calculated. The compression ratio is also af-
fected by the file header, or metadata, essen-
tial for decompression. This data is kept in
the compressed file, increasing its size. The
final BPPPB ratio was calculated on the basis
of the file size produced by the Kakadu Soft-
ware and the number of waveform samples in
the waveform cube. Note that the size of oth-

duction since these operations result in a lar-
ger data size due to a conversion from inte-
gers into real numbers, usually in 32 bit or 64
bit representation. Additionally, some of the
compressing tools do not allow floating point
numbers as input pixel (sample) values. For
example, the Kakadu Software accepts only
32 bit input. Therefore, the quantization en-
coding is needed to allow mapping floating
point numbers into integers. Note that this
process is invertible, known as quantization
decoding, but provides no perfect reconstruc-
tion. The experiments on the test data showed
that an 8 bit range would be too short to avoid
large quantization errors, and, thus, more bits
for the quantization base are needed. In this
experiment, a linear quantizer with a 28 bit
base length was used providing much larger
dynamic range than that of the original data
(8 bits). The amount of the introduced quan-
tization noise and other data distortion, such
as numerical errors of data normalization and
transforms not caused by JPEG-2000 com-
pression, was empirically evaluated. First, the
test waveform cubes were subjected to for-
ward processing, including data normaliza-
tion, transform, and quantization encoding;
and then, the inverse operation, i.e. quantiza-
tion decoding, inverse transform, and reverse
data normalization, was carried out. The ob-
served maximal absolute difference between
the value of the original and reconstructed
waveform sample was on the level of 1e-4 that
equals to 0 in integer terms.
The results of the investigation of image

based waveform cube compression (Jóźków
et al. 2015) showed that the best compres-
sion performance was obtained for the set of
images where the single image was formed by
all waveforms of a single scan line (according
to s and w dimensions in Fig. 1). Therefore,
the waveform cube was rotated prior to multi-
band compression in the Kakadu Software,
thus the dimension l of the cube was treated as
the band during JPEG-2000 multi-component
transform.
In the case of lossy compression, the user

can decide partially about the amount of data
degradation and compression ratio. Depend-
ing on the implementation, a quality factor is
used to control the desired compression ratio.
In the Kakadu Software, this user input pa-
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consequently, resulting in a much slower ex-
ecution than the 2D compression. Obviously,
any computation on larger datasets like wave-
form cubes requires much more memory re-
sources than computation performed on a
small part of this data like the single image
slice. These issues were not considered in this
work in evaluating the computational expens-
es of the compression performance.
Finally, the impact of compression noise

can be evaluated looking at the results of sub-
sequent waveform data post processing tasks,
but executed on the decompressed data. For
example, the Gaussian waveform decomposi-
tion should result in the same number of de-
tected echoes with insignificantly different
parameters from those obtained in processing
the original uncompressed FWD. Note that
even well-established waveform decomposi-
tion methods produce varying results, just as
the number of parameters used to describe the
components can be different, for example, 3
and 4 (CHAUVE et al. 2007), or even 5 (LAKY
et al. 2010). Based on the earlier investiga-
tion (Jóźków et al. 2015), it was concluded that
the SNR of above 30 dB – 35 dB in typical
airborne LiDAR data assures an acceptable
waveform reconstruction error which will not
cause significant changes in waveform shape
and, consequently, does not affect the results
of subsequent FWD processing, in particular
waveform decomposition.

5 Results and Discussion

Numerical experiments were performed
with all combinations of the three decorre-
lation techniques (OC, ZM, UV) and three
transforms (NOT, KLT, WLT) at 20 differ-
ent user specified compression ratios for two
test waveform cubes C1 and C2. To discuss
and analyze the effects, experimental results
are visualized by showing the SNR as a func-
tion of the obtained BPPPB in Fig. 5. For com-
parison purposes, results obtained for the
same data but using the earlier proposed ap-
proach, based on JPEG-2000 compression of
waveforms arranged in the set of 2D images
(Jóźków et al. 2015) was added to the figures.
It should be also explained why 2D compres-
sion did not result in large SNR or BPPPB ra-

er data, mandatory for reconstruction, such as
mean values of bands in the case of ZM data
or K matrix in the case of KLT transform and
quantization parameters, were not included in
this calculation. The omission of these param-
eters in the size calculations does not change
the BPPPB ratio significantly, because the size
of these parameters is much smaller than the
size of the compressed cube.
The performance of lossy compression

methods is related to the data degradation, the
distortion (noise) introduced due to quantiza-
tion included in the compression process. Re-
construction noise (error) can be measured by
different parameters, such as signal to noise
ratio (SNR), peak signal to noise ratio (PSNR)
(VAIDYANATHAN 1993), or just by giving sim-
ple statistics of the differences between recon-
structed and original data. In this work data
distortion was measured by the SNR, which
is based on the variance of waveform samples
and their differences:

2

10 210 log o

o r

SNR σ
σ −

= ⋅ (3)

where
σ2o – variance of all the original waveform

samples,
σ2o−r – variance of waveform sample differ-

ences between original and compressed
data.

For a low data degradation, the SNR is
large, and it approaches infinity for a perfect
reconstruction. Note that the calculated SNR
describes only quantization noise of the origi-
nal waveform signal.
Another aspect of compression perfor-

mance is the computational cost, the compres-
sion and decompression speed and use of com-
puter resources. In our previous work (Jóźków
et al. 2015), it was concluded that 2D JPEG-
2000 based compression is fast enough to sup-
port waveform compression during the acqui-
sition process in the sensor system, as wave-
forms forming single scan lines might be com-
pressed progressively. Similarly, waveform
cubes might be compressed progressively by
the approach presented in this work. However,
the additional transforms for data decorrela-
tion introduced in this experiment, e.g. KLT,
make the algorithm much more complex and,
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Fig. 5: SNR as a function of BPPPB ratio, BPPPB = bits per pixel per band ratio.
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malization (OC) and transforms (NOT, KLT),
resulting in similar performance for compress-
ing received waveforms. SNR obtained for
C3, however, was about 10 dB larger than for
the C1 and C2 cubes. This may be explained
by the simpler object complexity of the C3
area. Similarly, a difference of performance
between compressing cubes of emitted and
received waveforms was observed, as a large
number of zero samples in the received cube
resulted in higher SNR for large compres-
sion ratios. In contrast, the strong similarity
of the emitted waveforms allowed for higher
SNR for small compression ratios. This close
similarity of the outgoing waveforms was also
exploited by applying an additional decorre-
lating transform. For example, KLT applied to
the emitted cube resulted in higher SNR, es-
pecially for large compression ratios, than in
the case where the preprocessing transform
was not applied (NOT). Since the outgoing
waveforms change very little, instead of us-
ing adaptive KLT, a fixed KLT may be applied
to reduce the computational expenses. Finally,
comparing results of 2D with 3D compression
approaches, the same observations can be not-
ed as for the smaller cubes C1 and C2. Com-
pression performance differences for emitted
and received cubes in the 2D approach follow
the same pattern as for 3D approach.
Comparing waveform compression results

of the earlier 2D and here proposed 3D meth-
ods, both based on the JPEG-2000 Standard,
the difference is not significant; for example,
for unnormalized and untransformed data, the
3D approach for small BPPPB ratio gives a
slightly larger SNR than the 2D approach, the
difference being about 5 dB – 10 dB. Clearly,
the flexibility of the 3D approach to adjust the
data degradation and compression ratio is an
obvious advantage.

6 Conclusions

This work investigated the feasibility of com-
pressing waveform cube using multi-com-
ponent JPEG-2000 extension. The tested ap-
proaches included additional computations,
such as data normalization and transforms
prior to JPEG-2000 compression.

tio. For the user input ratios 2.4 bits and larger,
the obtained SNR was always similar, about
35 dB and 41 dB for C1 and C2, respectively,
as well as similar was the BPPPB ratio, about
1.7 and 2 bits for C1 and C2, respectively. This
explains the higher dynamic of JPEG-2000
based 3D compression than 2D compression
of the waveform cube.
Comparing results obtained for C1 and C2

test cubes, it is clearly seen that the impact of
using different sensors for collecting FWD
for the same area is insignificant; a slightly
larger (maximally 5 dB) SNR was obtained
for the test cube C2. The most likely reason is
the lower internal complexity of cube C2, as
the compression of images containing less de-
tails results in lower reconstruction noise for
the same compression rate. Among the used
transforms, the worst SNR was obtained for
WLT. This could be explained with the fact
that Lo and Hi components are usually in very
different ranges and, thus, a non-linear quan-
tizer might be more appropriate for preserv-
ing better dynamic range of the quantized
component values prior to JPEG-2000 com-
pression. Differences between the other two
transforms, KLT and NOT, are maximally of
about 5 dB for the same BPPPB ratio, where
higher SNR was obtained for KLT in the case
of small ratios and NOT in the case of large
ratios. Considering that the used KLT is adap-
tive (needs to be calculated for every dataset),
and therefore highly computational expensive,
and the improvement of the SNR by a few dB
only for small BPPPB ratios compared to the
case of using no transform (NOT), it is clearly
not beneficial in practice. Obviously, a fixed
KLT matrix for similar datasets might be used
to reduce the number of computations, but it
is extremely difficult to find representative
datasets of FWD to create a fixed KLT base
(Jóźków et al. 2015). The last aspect of the in-
vestigated approach is the data normalization
method. The worst SNR was obtained for UV.
Differences between OC and ZM are insignif-
icant, which implies that data do not require
any normalization and the intensities of the
original waveform samples are suitable for the
compression.
Based on the C1 and C2 results, compres-

sion experiments with the C3 dataset were ex-
ecuted only for the best performing data nor-
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Based on the numerical experiments per-
formed on three waveform cubes, it was con-
cluded that in relation to 2D JPEG-2000 based
compression, the multi-component extension
is more flexible, because the user can chose
between a larger range of compression ra-
tios and select larger file sizes to obtain very
low data loss, which was not possible for the
2D approach. For larger compression ratios
(small BPPPB ratio), however, both 2D and
3D approaches result in similar performance
in terms of data degradation and reduction of
the file size. Note that for both approaches,
this similar performance was obtained for the
same cube orientation where bands (images)
were formed from waveforms representing
single scan lines, offering more flexibility for
the practical use where the same compression
tool might be used with two different vari-
ants depending on the available computational
power. More importantly, both single imag-
es and waveform cubes can be then progres-
sively compressed according to the waveform
data acquisition order. The advantage of 2D
approach is speed, but the disadvantage is the
low dynamic range and the inability to achieve
a large SNR. Multi-component compression is
slower, but gives the user more choices on de-
ciding about the amount of data degradation.
The used implementation of the JPEG-2000

Standard with wavelet-based multi-compo-
nent transform performed well in decorrelat-
ing the original waveform cube data. Addi-
tional data normalization or transform of the
original waveform cube did not show signifi-
cant improvements in 3D compression perfor-
mance, and only caused extra computational
costs.
Finally, one more advantage of using JPEG-

2000 Standard for compressing waveforms
in both approaches is the possibility of keep-
ing different reconstruction levels in one, but
larger file. It can be useful for data distribu-
tion with different distortion and compression
levels depending on the application require-
ments.
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