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puter vision. The Internet of things is another
application for high resolution interpreted 3D
scenes. According to LEBERL et al. (2012), in-
formation down to 3 cm resolution is needed
for virtual navigation through urban spaces.
Therefore, also the recognition of small details
on building façades will be required for realis-
tic models of the environment.
LEBERL et al. (2012) derive large and highly

detailed 3D models of urban spaces from var-
ious data sources. Aerial images are used to
generate coarse building and landscape mod-
els, whereas laser scans and terrestrial images
from mobile sensing platforms are employed
for the determination of models with more de-
tail. If these results can be merged with future
results of automated approaches for the inter-
pretation of façades such as HOHMANN et al.
(2009), the combination will make automatic

1 Introduction

Three-dimensional (3D) city models are often
used for tourism or for architecture and city
planning. Especially in these domains, build-
ing models with details such as façade orna-
ments can be very important for a realistic vis-
ual appearance.
As state-of-the-art, most buildings in larger

cities are modelled in a simple way, often with
level of detail (LOD) 1 or 2 according to the
CityGML standard (GRÖGER et al. 2012). This
means that they only consist of planar walls
possibly texturized using a façade image, and
simple roof structures. Often only landmarks
and important tourist locations of a city are
manually modelled with more details as the
automatic enrichment of building models with
façade details (LOD3) is a very challenging
research goal in photogrammetry and com-

Summary: We propose an approach for the auto-
matic detection of cornice structures above win-
dows. It combines the edges from a rectified façade
image and the geometrical information of a 3D
point cloud derived from a set of images, e.g. using
MAYER et al. (2012). Based on the detection of the
façade plane in the point cloud and the segmenta-
tion of its outline we detect windows to restrict the
search space for cornices. Analysing the 3D points
as well as the detected edges we are able to reliably
distinguish between triangular, arch-shaped and
horizontal cornices. This is demonstrated by ex-
periments for façades from Freising, Munich and
Schwabach.

Zusammenfassung: Detektion von Fensterverda-
chungen in Fassadenbildern und Punktwolken. In
dieser Arbeit wird ein Ansatz für die automatische
Detektion von Fensterverdachungen und Gesims
vorgestellt. Dieser kombiniert die Kanten eines ent-
zerrten Fassadenbildes mit der geometrischen In-
formation einer 3D-Punktwolke, die aus einer Bild-
menge abgeleitet wird, z. B. nach MAYER et al.
(2012). Ausgehend von der Detektion der Fassaden-
wand als Ebene und der Bestimmung ihrer Begren-
zung werden Fenster detektiert, um den Suchraum
für Verdachungen einzuschränken. Durch Analyse
der 3D-Punkte und der detektierten Kanten kann
zuverlässig zwischen bogenförmigen Fensterver-
dachungen, Dreiecksgiebeln und Gesims unter-
schieden werden. Das wird in Experimenten auf
Fassaden aus Freising, München und Schwabach
gezeigt.
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focus on this later type of images. An implicit
shape model (ISM) is used to derive window
centres and window borders from already rec-
ognized window corners. Furthermore, the
information criterion from AKAIKE (1973) is
applied for improving the alignment of win-
dows by arranging them in a row or column
structure. This approach has two important
limitations: Firstly, it does not perform well if
windows are different in size, and secondly,
windows with round arches cannot be detect-
ed. Both approaches, LEE & NEVATIA (2004) as
well as REZNIK & MAYER (2008), analyse indi-
vidual windows, and the results are integrated
into 3D building models including the depth
of the windows.
The following three papers only use sin-

gle façade views without any 3D information.
WENZEL & FÖRSTNER (2012) propose a bag-of-
words approach to detect façade parts. They
aggregate segmented edges to curves and
compare those with previously learnt aggre-
gates. Thus, façade parts limited to windows,
entrances and balconies are identified. Anoth-
er general approach for detecting visibly dis-
tinguishable elements of façades has been pro-
posed by JAHANGIRI & PETROU (2008). Various
blob-like image structures are detected. Auto-
correlation between the detected elements is
performed to determine candidate vectors for
repetitions. Since windows are often the most
frequent façade parts, the main modes of the
autocorrelation function correspond to repeti-
tive window patterns. Therefore, their regular
structure can be used to improve the extrac-
tion results with respect to the window align-
ments. We think that it is possible to detect
cornices in high resolution images employing
this procedure, but then also many other blob-
like structures will probably be obtained as
false detections. A similar procedure for de-
tecting repetitive façade parts has been pro-
posed by ZENG et al. (2011). As they focus on
larger entities such as windows surrounded
by shutters, cornices as well as the plain wall,
their approach is not applicable to detect cor-
nices only.
We know about only one work which ex-

plicitly tried to detect cornices in images with-
out using 3D information. In an internal note,
ŠOCHMAN (2007) confesses that his workflow
using Haar-like features does not work well

building modelling feasible both at city scale
and at an individual building scale.
Due to the reliance on laser scans, a large

budget is required for city modelling us-
ing the methods described in HOHMANN et al.
(2009). In contrast, MAYER et al. (2012) show
a more affordable way for obtaining informa-
tion about 3D geometry. They combine ter-
restrial images and possibly images from un-
manned aircraft systems to generate highly
precise point clouds whose point densities are
high enough to reconstruct building surfaces
(NGUATEM et al. 2012).
In this article, we present an approach for

detecting cornices at façades using terrestri-
al images and point clouds derived from such
images. It is structured as follows: In section
2, we review recent work on detecting façade
parts in images or point clouds. Façade plane
and window detection are summarized in sec-
tion 3, before we present our new approach
for cornice detection in section 4. After pre-
senting experiments in section 5, we conclude
with suggestions for future work in section 6.

2 Related Work on Automatic
Detection of Architectural
Elements

In this section, we give an overview on recent
work regarding the detection of façade parts
in images. Some authors propose to increase
the detection rate by making use of the multi-
ple occurrences of many façade elements such
as windows. This leads to grammar-based ap-
proaches which are mainly used for interpret-
ing entire façades. Because this is a recent
trend, we also review work on façade parts in
3D.
LEE & NEVATIA (2004) is one of the more

recent publications on the automatic detec-
tion of windows in images. Their approach is
limited to façades with a regular placement
of windows, because they analyse cumula-
tive image gradients in column and row di-
rection. Furthermore, their approach is usu-
ally applied to low resolution projections of
aerial images on façade planes, whose vertical
alignment is known. Thus, terrestrial façade
images are often too challenging for this ap-
proach. REZNIK & MAYER (2008) particularly
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ling of details such as cornices and other orna-
ments, only results for the automatic segmen-
tation of modern, plain façades have been pub-
lished so far.
BECKER & HAALA (2008) and REZNIK &

MAYER (2008) demonstrate that 3D informa-
tion is very helpful to reconstruct building fa-
çades showing windows slightly behind the
wall. Thus, we think it could be also useful
to detect façade parts such as cornices, which
are outside the main plane corresponding to
the wall, particularly in combination with im-
age analysis.

3 Façade Plane and Window
Detection

Our approach for façade interpretation is
based on images acquired using hand-held
consumer cameras. By means of the recon-
struction technique of MAYER et al. (2012)
we obtain a very precise 3D point cloud with
a back projection error in the range of 0.1 to
0.2 pixels. This approach allows the recon-
struction of a medium-density point cloud
from wide baseline image sets combining fea-
ture-based least squares matching and robust
bundle adjustment. We obtain only about 1%
of the number of 3D points that could be ac-
quired by dense matching, e.g., HIRSCHMÜLLER
(2008). As will be shown in our experiments,
this is often enough for achieving good results
for detecting cornices.
As a first step for preprocessing the data,

one of the images showing a façade of one
building is selected and rectified by projecting
it to the façade plane (Fig. 1). An individual
façade is only interpreted by the related recti-
fied image. In downtown scenes usually only
one façade or at most two façades are visible,
the latter if the building is situated at a corner

for detecting triangular cornices with a boost-
ing classifier.
SIMON et al. (2011) proposed a grammar-

based approach for segmenting a rectified fa-
çade image into non-overlapping parts such as
windows, balustrades of balconies and doors.
The façade is successively decomposed into
parts using a grammar specifically designed
for Haussmannian buildings in Paris, i.e.,
buildings constructed in the late 19th centu-
ry Paris. For modern buildings or buildings
of other styles a different grammar must be
learnt. Thus, this approach cannot easily be
transferred to buildings in other cities and
from other epochs. RIPPERDA (2008) presented
a more general approach for façade interpre-
tation, and furthermore, she combines image
and depth information from laser scans. She
focuses on windows and doors, although her
grammar seems to have potential to model
the window’s surrounding including artistic
façade parts such as cornices, analogously to
WONKA et al. (2003).
BECKER & HAALA (2008) employ laser scans

to automatically detect windows with mul-
lions and transoms. They decompose the fa-
çade into cells and try to find homogeneous
parts representing the plain wall, the win-
dow pane or parts along 3D edges represent-
ing window borders. The cells are merged to
model the façade with windows and doors.
The depth of these façade parts is determined
by reconstructing 3D edges from an image
pair. Although BECKER & HAALA (2008) were
able to reconstruct details of windows behind
the wall, they did not model anything in front
of the wall.
HOHMANN et al. (2009) present the project

CityFit, which has the goal of an automatic re-
construction of the entire city of Graz from
mobile laser scans and images. Although the
scope of the project also comprises the model-

Fig. 1: Projection and homography matrix for mapping 3D points and pixels of the rectified image.
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the following steps, where we also consider
the visual appearance of the 3D points near
the façade.
Assuming, that we know the scale of the

point cloud, we can extract the 3D points
which are located at maximum 0.1 m in front
of or behind the façade plane. In a following
step we filter out all 3D points belonging to
small structures such as ornaments and win-
dow frames in order to finally define the fa-
çade with an accuracy of a few millimetres.
This is done by an inspection of the image try-
ing to segment the wall of the façade without
ornaments and windows, i.e., we analyse each
pixel regarding the fulfilment of three con-
ditions: 1) The intensity values in the neigh-
bourhood have a small variance since unstruc-
tured parts of façades are often homogeneous
regarding their radiometric intensity. 2) The
distance of points in the neighbourhood of the
plane is small. 3) The variance of these dis-
tances is also small. Additionally, morpho-
logical operations are used to remove isolat-
ed façade points and smooth the border of the
segmented façade (Fig. 2). Using (1) we deter-
mine all 3D points lying on the segmented fa-
çade’s wall and finally complete the plane de-
tection by a least-squares adjustment using all
those 3D points leading to a more precise fa-
çade plane. As a positive consequence, we are
now able to identify 3D points which lie only
slightly behind or in front of the plane.
After locating the façade plane, we manual-

ly extract the boundary of the façade restricted

of a block. In the corner case, the façades must
be selected one by one, and the preprocessing
steps and the cornice detection have to be per-
formed twice. So far, we manually determine
a homography to rectify the selected view, but
this step can also be done automatically fol-
lowing (MAYER 2007), if the vertical direction
of the scene is known. The correspondence
between point pm of the point cloud and the
pixel qn in the rectified image is given by

qn = Hk · Pk · pm , (1)

where Pk is the projection matrix for trans-
ferring a 3D point into the kth image, and Hk
is the homography for rectifying the kth im-
age (Fig. 1), i.e. relating the image coordinate
reference system (crs) to another crs with its
(X,Y) plane identical to the façade itself.
Our approach for cornice detection is based

on two further automated preprocessing steps,
for which the correspondence between the
point cloud and the rectified image is assumed
to be already established. We start with de-
tecting the façade plane and continue with the
detection of windows employing the gradient-
based approach of LEE & NEVATIA (2004).
We approximately locate the façade plane

in the point cloud using the RANSAC-based
robust plane fitting approach byNGUATEM et al.
(2012). RANSAC (FISCHLER & BOLLES 1981)
yields correct approximations. However, they
are not necessarily of high quality. As a con-
sequence, we improve the plane detection by

Fig. 2: Segmentation of rectified façade image. We show all pixels which correspond to the façade
plane in blue. They are homogeneous with respect to the intensity values. The corresponding 3D
points are close to the plane and their variance with respect to the distance is low. In magenta we
show the results of window detection and in red the detected triangular cornices.



Wolfgang Brandenburger et al., Cornice Detection 515

length. Sometimes the base is a little bit be-
hind the upper two roof sides, or it is replaced
by artistical ornaments below the upper roof
sides. An arch-shaped cornice shows the top
part of an arch and is nearly always aligned
with a horizontal edge below. Sometimes
there are ornaments inside the arch. We mod-
el each detected cornice by one of the three
shapes: a rectangle for horizontal cornices, a
triangle for triangularly shaped cornices and
a section of a circle above a chord for arch-
shaped cornices.
When detecting windows using LEE & NE-

VATIA (2004) an array structure is obtained.
We identify a detected window by the two in-
dices i and j corresponding to the position in
the array. Hence, we may parameterize each
detected window Wij by the four-tuple (xij, yij,
wij, hij) describing the position of its centre (xij,
yij) in the image and its spatial extents with
width wij and height hij. We restrict the search
space for cornices to the top border of window
Wij, the bottom line of the window above Wi-1,j
and the two windows Wi,j-1 and Wij+1 to the left
and to the right (Fig. 3). If there are no neigh-
bouring windows, the search space is restrict-
ed by the boundary of the façade.
We have analysed three strategies for cor-

nice detection which are explained in the fol-
lowing subsections. Using the first strategy,
we detect cornices by means of the structure
of their appearance in the point cloud, while in

to the upper floors in the rectified image, be-
cause windows at ground floor often look dif-
ferently (RIPPERDA 2008), and we employ the
window detection of LEE & NEVATIA (2004).
Large façades in city centres and especially
of historical buildings usually have regularly
arranged windows. Thus, we expect reasona-
ble results when locating windows by adding
up gradients in row and column directions. In
Fig. 2, the detected windows are shown. Their
locations and sizes are not correct regarding
the column direction, but the results still lie in
an acceptable range. If a façade does not show
an array-like window pattern, the gradient-
based window detection might be substituted
by the corner-based detection at the core of the
ISM-based approach (REZNIK & MAYER 2008).
Concluding this section, in the preprocess-

ing steps we have selected the image for fa-
çade interpretation, we have rectified it, and
we have determined the correspondence be-
tween the 3D points of the point cloud and the
pixels of the rectified image. Using this infor-
mation, we are able to exactly detect the fa-
çade plane, to extract the upper floors, and to
detect the windows.

4 Cornice Detection

4.1 Object Models and Search Space
for Cornices

Cornices are façade parts which protrude from
the façade plane, and lie directly above win-
dows. They have no other function than deco-
ration, supposed to make a façade appear live-
lier by casting little shadows (KOEPF & BIND-
ING 2005). Typically, the width of a cornice is
directly related to the width of the window be-
neath with the cornice usually being a little bit
wider. Furthermore, cornices typically have a
moderate height. We consider relative position
as well as size for cornice detection.
The three most frequently appearing types

of cornices in central European cities are
shown in Fig. 3. A horizontal cornice consists
of a flat and thin roof. Sometimes smaller or-
namental structures which protrude from the
façade less prominently are below the roof.
A triangular cornice shows a triangle with a
horizontal base and two oblique sides of equal

Fig. 3: Clipped façade view with detected win-
dows in yellow and the search space for a cor-
nice above window Wij in blue and the centre-
line of window Wij in red.
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connected component. This component is re-
garded as hypothesis for a cornice and we test
if its width wc and height hc in the coordinate
reference system of the rectified image fulfils
the two constraints

wij≤ wc≤2*wij, hc≤½ hij. (2)

If the test is successful, the foreground com-
ponent is classified as a cornice. This method
does not lead to a decision about the cornice
type because the shape of a cornice can only
be derived from its boundary, i.e. from detect-
ed edges.

4.3 Cornice Detection Based only on
Edges in the Image

Here, we analyse extracted edges in the recti-
fied image using (CANNY 1986). For obtaining
robust results, we suppress small details by
low-pass filtering. In the resulting edge map,
we search for straight edges and arcs (Fig. 4).
We employ RANSAC to estimate the param-
eters of a straight edge or an arc from a set of
edge pixels. All candidates for straight lines or
arcs are accepted for further analysis if they
are supported by a number ν of connected pix-
els, i.e., these pixels are adjacent and have a
distance to the straight edge or the arc of less
than Δ pixel.

the second we detect cornices based on edge
detection in the rectified image. The third
strategy is based on a combination of the for-
mer two strategies. We have implemented all
three strategies using the following param-
eters: Threshold θg is used for inspecting the
protrusion of a hypothesis, the two parameters
Δ and ν are used for finding straight lines and
arcs in an edge map, and the threshold θe is
used for inspecting the position of a hypoth-
esis in relation to the corresponding window.

4.2 Cornice Detection Based only on
3D Geometry

Firstly, we want to determine if the analysis
of the 3D geometry of the point cloud corre-
sponding to pixels in the search space is suf-
ficient for cornice detection. For this purpose
we discretised the search space into quadratic
patches with the size wij / 10 × wij / 10. For each
patch we determine the average Euclidean dis-
tance of its corresponding 3D points from the
façade plane. Significant ornaments in front
of the wall will cover several patches, so that
they will lead to a connected set of patches
with an average distance above a threshold θg.
We derive a binary image showing all patches
with 3D points in front of the façade as fore-
ground and use morphological operations
to determine the patches forming the largest

Fig. 4: RANSAC-based search for prominent straight edges and arcs. Left column: Image parts
showing the three considered cornice types. Centre column: Edge maps obtained from CANNY
(1986). Right column: Detected straight edges (both upper rows) and arcs (bottom row).
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lect the hypothesis whose top corner is highest
above the window as the final result. Different
cornice shapes do not have to be considered,
because this hypothesis selection is performed
in one of the steps of the decision tree. In all
three cases we also determine the tolerance
range depending on the perspective distor-
tion of the original image, because we have to
deal with small distortions concerning all ob-
jects in front of the façade plane (Fig. 3) since
we only determined a homography instead of
constructing an orthophoto.

4.4 Combination of 3D-Geometry
and Edges in the Image

The performance of the cornice detection ap-
proach based on extracted edges depends on
the values of the parameters θe, Δ and ν (rec-
tilinearity and symmetry of the cornice to
the window) while the performance of the
approach based on 3D geometry depends on
the allowed ranges of the cornice’s width wc
and height hc and on the value of the param-
eter θg (third dimension). First, we implement-
ed the edge detection and carefully searched
for proper values of the parameters θe, Δ and ν.
However, we either obtained false detections
caused by shadows and façade paintings, or
missed the cornices.
Finally, we found that in a combination of

both approaches, edge detection and 3D, we
can set the range as proposed in (2) and tune
the parameters θg, θe, Δ and ν almost without
increasing the false detection rate (Fig. 5). We

We remove all straight lines with an ab-
solute angle larger than 45° to the horizontal
line. We choose such a large value, because
most triangular cornices are obtuse-angled,
i.e., the angles with the base must be less than
45°. Similarly, we remove all arcs without any
supporting edge pixels in the neighbourhood
of the arc’s zenith.
We implemented a simple decision tree to

decide if the extracted lines and arcs provide
sufficient evidence for the presence of a cor-
nice. We first check if we can find arcs whose
centre lie at maximum θe pixels away from the
vertical centreline of the detected window be-
low the search space (Fig. 3). If there is also a
horizontal line below an arc, this combination
of the arc and the horizontal line is considered
to be a hypothesis for an arch-shaped cornice.
Otherwise, we check if there is a triangular
cornice. This is true if we find two straight
lines with equal absolute slope that are sym-
metrical to a vertical line and whose intersec-
tion is less than θe pixels away from the verti-
cal centreline of the corresponding window. If
there is also a horizontal line below this line
pair, a hypothesis for a triangular cornice is
generated. All possible hypotheses for trian-
gular cornices are collected and analysed in
an additional step. If no triangular cornice can
be found, we finally check for a horizontal
cornice. In this case, we must find at least two
horizontal (parallel) edges.
If several line pairs or arcs fulfil the detec-

tion criterion of the decision tree, we first se-
lect all hypotheses which are symmetric with
respect to the window’s centreline, and we se-

Fig. 5: Combining 3D geometry and edges in the image for cornice detection. Left column: image
parts showing the two considered cornice types. Centre column: geometry-based cornice detec-
tion using a low threshold for acceptance. Right column: cornice hypothesis based on detected
edges using low thresholds employing CANNY (1986). Both results are merged for reliable cornice
detection.
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façade images. The two thresholds θc1 = 0.01
and θc2= 0.1 were used for non-maximum sup-
pression and for tracing the edges with hys-
teresis thresholding, respectively, when em-
ploying (CANNY 1986). The two parameters θe
and Δ were derived from the width wij of the
window and under consideration of the im-
age resolution. This yielded θe ≈ 0.1 m and Δ =
1 – 2 pixel. Additionally, the parameter ν was
chosen ν = w ij / 2. When combining both ap-
proaches, we changed the values of the param-
eters to θg = 0.03 m, θe ≈ 0.3 m, Δ = 3 – 5 pixels
and ν = wij / 3.
The parameters for all three variants of our

approach were chosen to avoid false detec-
tions. As a consequence, we did not recognize
all existing cornices. The best results were ob-
tained when combining information of the 3D
geometry with the detected 2D edges (section
4.4). The detection results for triangular and
arch-shaped cornices were significantly bet-
ter than for horizontal cornices. We think that
this is due to the characteristic shape of both
cornice types while horizontal lines are often
not reliable to distinguish horizontal cornices
from horizontal shadows or textures.
In Tab. 1 we summarize the results of our

experiments. The ten façades found in the dif-
ferent datasets contain a total of 95 windows
in upper floors, i.e., 95 search spaces for cor-
nice detection. In this experiment we did not
consider shop windows or windows of cel-
lars and dormers, because we had restricted
the solution to the upper floors in one of the
preprocessing steps and because usually these
windows are not crowned by cornices. Six-

included the test on the geometrical plausibil-
ity of a large structure located in front of the
façade plane (section 4.2) in the edge-based
decision tree for the cornice detection (section
4.3). In other words, each decision in the deci-
sion tree is confirmed by the additional check
for a 3D structure in front of the façade. If
the edge detection part finds a potential cor-
nice, this object is then tested for its third di-
mension and accepted if it is higher than the
threshold value θg above the wall.

5 Experiments

We tested all three variants of our approach
with ten image sets, each showing one his-
toric, medium-size façade from the city cen-
tres of the Bavarian cities Freising and Mu-
nich as well as the Franconian city Schwa-
bach. Each image set consisted of at least sev-
en images and the reconstruction of the point
cloud was done using the approach of MAYER

et al. (2012). Each point cloud contained about
9,000 3D points with a point density mostly
between 20 and 50 points per m2.
In our experiments we used the following

parameter values. In the geometry-based ap-
proach, we have chosen the range for the cor-
nice’s width and height according to (2) and set
θg = 0.05 m. The latter value has been chosen
to be slightly smaller than typical protrusions
of cornices. For the edge-based approach, we
smoothed the image with a small Gaussian fil-
ter with σ = 1 before calculating the gradients
to handle the large radiometric variation in the

Tab. 1: Detection rates for the proposed of cornice detection regarding the three variants of our
approach. In the first experiment (section 4.2), we only analysed the 3D geometry and did not
explicitly classify the type of cornice. In the second experiment (section 4.3), we only analysed
detected edges and automatically classified the type of cornice. In the third experiment (section
4.4), we combined both approaches including the cornice type selection. There were no false
positives.

windows
without
cornices

cornices
all

cornices
arch-shaped

cornices
triangular

cornices
horizontal

Ground Truth 16 79 39 21 19

Geometry (4.2) 16 (100 %) 52 (66 %) 29 (74 %) 16 (76 %) 7 (37 %)

Edges (4.3) 16 (100 %) 50 (63 %) 32 (82 %) 18 (86 %) 0 ( 0 %)

Combination (4.4) 16 (100 %) 61 (77 %) 32 (82 %) 18 (86 %) 11 (58 %)
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sions, e.g. by trees, did not occur in our exper-
iments. We suspect that our algorithm is not
robust enough concerning such disturbances.
Yet, since we acquire several images, we ex-
pect to see each cornice completely at least in
one image. Thus, we could merge the results
for cornice detection from different views.
We show two results for the combined ap-

proach with detected cornices in Fig. 6. Al-
though the sizes and the positions of the de-
tected windows were not always correct, the
cornice detection often turned out to be sat-
isfactory. It even returns good results for cor-
nices above pairs of windows as shown at
Fig. 6, bottom right.

6 Summary and Future Work

We have presented an approach for detecting
cornices in rectified façade images and point
clouds. The rectified façade images are de-
rived from images together with highly pre-
cise medium-density point clouds. After de-
tecting the façade plane and the windows we

teen of the 95 windows were not crowned by
a cornice. We never detected a false positive.
The detection rate of the 79 cornices was valid
for all three variants of our approach. In the
geometry-based approach (section 4.2) we did
not classify the shape of the detected cornice.
For the evaluation, we manually determined
the shape-specific detection rates.
Mostly a low density of the point cloud in

the area of a cornice leads to a non-detection
of the cornice. Furthermore, many horizon-
tal lines had a very weak contrast with the fa-
çade wall, i.e., the edge detection should be set
more sensitive for detecting horizontal cornic-
es. Since we did not know the type of a cornice
in advance, the cornice detection should prob-
ably be performed multiple times with differ-
ent parameters. Consequently, the different re-
sults would have to be merged and analysed,
e.g. according to their overlap. This will be
part of future work.
In our experiments, we were also chal-

lenged by partial occlusions. Cornices of
some images were occluded by wires, which
did not disturb the recognition. Larger occlu-

Fig. 6: Results of cornice detection for façades from Freising (top row) and from Schwabach (bot-
tom row) in Germany. All images were manually rectified. The image at top left is limited to the
upper floors and shows the detected cornices in red and 3D points in front of the façade in blue.
The other three images show the whole façade with detected windows in upper floors and cor-
nices in red. Note that the cornices above the twin windows in the image at bottom right were
successfully detected, because the window detection returned one window instead of two.
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the reconstruction approach of MAYER (2012),
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cloud. If we used a dense matching approach
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2008), we could generate much denser point
clouds, having one 3D point for each pixel.
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automation of our approach, i.e., by an inte-
gration of further steps of the automatic façade
extraction by NGUATEM et al. (2012). This can
only be achieved if images of complete street
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