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analyses (COLLINS et al. 2001). The more ac-
curate the object coordinates of people in the
scene are known, the more detailed analyses
can be conducted with respect to motion pat-
terns or interactions between tracked people.
In this paper we present an approach that

generates consistent global tracks of people in
non-crowded scenarios. The trajectories are
calculated in a common reference frame from
observations of multiple surveillance cam-
eras. An important step in our work is the es-
timation of body height as well as a reliable
association of tracks across partly overlapping
views. For that purpose, stereoscopic analy-
sis is applied to overlapping parts of images
which are either generated randomly while
scanning wide areas with several PTZ cam-

1 Introduction

The automated analysis of surveillance videos
is an area of active research, primarily within
the Computer Vision community. Given cur-
rent pan-tilt-zoom (PTZ) cameras equipped
with mechanical control as well as on-board
computers, research focuses for example on
the development of self-organising smart ca-
mera networks (BELBACHIR 2010, JÄNEN et al.
2011). Major challenges in terms of image ana-
lysis are people detection and tracking as well
as the reliable association of trajectories from
individual cameras across multiple views. The
latter indicates a need for the consistent hand-
ling of objects in a common reference frame
in order to produce suitable data for wide area

Summary: This article describes the application
of stereoscopic analysis to typical image pairs
from a surveillance camera network. An ap-
proach is presented that establishes correspon-
dences between people detections across adja-
cent views and derives an estimation of body
height for each person in the overlapping parts of
the camera views. Dense image matching is ap-
plied to short stereoscopic sequences and the re-
sults are incorporated in a subsequent monocular
tracking to improve the positioning accuracy.
The method does not depend on a dedicated ste-
reo setup of the camera network but is applicable
to suitable image pairs in addition to monocular
people detection and tracking. Based on realistic
image sequences, the performance of the pro-
posed approach is evaluated and compared to a
current method for appearance-based data asso-
ciation.

Zusammenfassung: Ein stereoskopischer Ansatz
zur Zuordnung von Personenpfaden in Multi-Ka-
mera Überwachungssystemen. Dieser Artikel be-
schreibt die Anwendung eines stereoskopischen
Analyseverfahrens auf typische Bildpaare eines
Videoüberwachungssystems. Es wird ein Ansatz
vorgestellt, der mit Hilfe der dichten Bildzuord-
nung aus wenigen Stereoansichten von Personen
eine Größenschätzung ableitet und eine zuverläs-
sige Übergabe von verfolgten Personen zwischen
benachbarten Kameras ermöglicht. Das Verfahren
ist nicht auf den Einsatz spezieller Stereosysteme
angewiesen, sondern kann in Ergänzung monoku-
larer Methoden in bestehenden Kameranetzen ein-
gesetzt werden. Experimentelle Untersuchungen
mit realistischen Bildsequenzen zeigen die Leis-
tungsfähigkeit des vorgestellten Verfahrens vergli-
chen mit denen weiterer Ansätze zur Übergabe von
Personenpositionen zwischen verschiedenen Über-
wachungskameras.
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(ORWELL et al. 1999). Since either of the meth-
ods suffers from individual shortcomings,
combined approaches were introduced. CAI &
AGGARWAL (1999) hand over targets between
adjacent cameras predicting the position of the
target in an adjacent view for re-identification.
JAVED et al. (2008) model probabilities of peo-
ple walking certain paths and fuse this geo-
metrical information with appearance cues
using a maximum likelihood framework.
Due to the challenging task of consistent

tracking, several authors gather additional
depth information about the observed scene
by applying stereoscopic analysis. Because
stereoscopic image matching is often regarded
as the central component in surveillance sys-
tems, the sensor networks are designed to ful-
fil the requirements of stereo approaches. The
pairwise installation of PTZ cameras (ZHOU
et al. 2010) provides image pairs with short
baselines. Dedicated stereo devices, as used
in DARRELL et al. (2000), HARITAOGLU et al.
(1998) and many other publications, capture
synchronised image pairs that are processed
on specialised hardware. Although the advan-
tages of high-frequency depth maps for people
detection and tracking is shown (SCHINDLER et
al. 2010), a dedicated system design leads to
additional costs that, from our point of view,
are not necessary, when applying stereoscopic
analysis to camera networks.
In contrast, we propose the usage of stereo

vision in PTZ sensor networks where over-
lapping fields of view are not predefined, but
selectively available during short periods of
handover, i. e. data association between adja-
cent cameras. This makes the approach appli-
cable to existing systems of spatially distri-
buted cameras. Nevertheless, there is still the
additional need for monocular tracking where
the stereoscopic approach cannot be applied.
In camera networks conceptually two ap-

proaches exist to estimate the object position
in a common coordinate reference frame. The
monocular position estimation can produce
planar coordinates given the ground plane and
the orientation parameters, either by directly
measuring the intersection of objects with that
plane (COLLINS et al. 2001) or by incorporating
assumptions about the object height (ZHAO &
NEVATIA 2004). Directly observing the point of
intersection is often not possible due to occlu-

eras or result from an appropriate reconfigu-
ration of the sensor network in order to focus
on areas of special interest, for example as a
result of saliency detection. The presented
module can be employed in addition to mo-
nocular analysis whenever the necessary pre-
conditions are met. To demonstrate the bene-
fit of the proposed approach we process a pair
of partially overlapping image sequences ac-
cording to the described setup and compare
our results to manually measured reference
data as well as an appearance-based method
for people re-identification.
The remainder of the paper is structured

as follows. In the next section we summarise
previous work. Section 3 contains the strategy
of our approach. It is arranged in subsections
on basic geometric relations, monocular peo-
ple detection and tracking, image matching
and data association across multiple views.
Section 4 shows experimental results derived
from a realistic video sequence. Conclusions
and an outlook on further work are given in
section 5.

2 Related Work

In this section the state-of-the-art in data as-
sociation within and across camera views is
briefly reviewed. It references related work on
stereo vision in surveillance applications and
discusses approaches to pose estimation in the
same domain.
Data association in the context of video sur-

veillance aims at the concatenation of corres-
ponding observations between temporally or
spatially adjacent video frames. Features of
tracked people that are evaluated to establish
correspondences can roughly be categorised
into either appearance-based or spatiotem-
poral features. Appearance-based features
like colour histograms, descriptors of interest
points or combinations of both are discussed
in DORETTO et al. (2011). Especially for wide
baselines the appearance of one and the same
object may vary significantly in the views of
adjacent cameras, so that it is error-prone to
use only appearance-based features for the as-
sociation. Another approach to establishing
correspondences is the comparison of spatio-
temporal features like position and velocity
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applying the collinearity equations (1), if the
height Z of the corresponding object is known
or if it lies in the ground plane (Z=0).
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The perspective centre of the camera (X0,
Y0, Z0) in the reference coordinate frame and
the elements rij of the rotation between image
and reference frame are determined via spatial
resection from ground control points within
the scene. The image coordinates of the prin-
cipal point x‘0, y‘0 and the principal distance
c‘ are assumed to be known from camera cali-
bration. Zoom functionality is not taken into
account in this paper because we aim at cover-
ing wide areas given a sparse network of cam-
eras. Therefore, images are captured at lowest
zoom level.
The influence of an erroneous object height

on the projected position in object space is il-
lustrated in Fig. 1. In common surveillance
scenarios incorrect Z values result in a hori-
zontal bias in the viewing direction of the
camera. The partial derivatives of the inverse
collinearity equations describe the impact of
errors in the parameters. The most important
factor is the body height, i. e. Z in (1).
Given a maximum deviation of 0.2 m from

the default height (we use 1.72 m, see below)
the maximum bias in imaging direction varies
from 0.5 m to 1.1 m depending on our setup
and imaging distances.

sions, thus the observation of head tops and
the incorporation of default object height is
a widely used approximate solution. A sec-
ond, more robust approach to position estima-
tion is the use of multiple cameras. ESHEL &
MOSES (2010) estimate body height calculat-
ing correspondences between multiple homo-
graphies at discrete height levels. Methods of
the second category rely on the simultaneous
observation of the objects throughout the en-
tire scene, which is often not feasible due to
the high amount of required resources, at least
in large camera networks. Since we extract
height from short stereo sequences during
handover and subsequently apply monocular
tracking, this limitation does not hold for the
presented approach.

3 Approach

3.1 Overview

Given a reconfigurable network of sparsely
distributed PTZ cameras, we apply monocular
object tracking most of the time and exploit
stereo vision whenever people pass an area
viewed by two or more cameras to derive a 3D
point cloud of the visible surface of each per-
son. Based on the centroid of each dense point
cloud we establish reliable correspondences
between individual tracks across the views.
In addition, we estimate body height which is
used in all subsequent frames to improve the
positioning accuracy of trajectories from mo-
nocular tracking.

3.2 Geometric Relations

The observations of camera networks have to
be transformed to a common reference frame
as a prerequisite to the automated interpre-
tation of the whole scene in object space. In
video surveillance scenarios there often ex-
ists one predominant ground plane. If this is
the case, an intuitive definition of a reference
frame is to align its X/Y plane to the predomi-
nant ground plane in the scene. The axes are
rotated so that the Z axis directly represents
object height. Image coordinates (x, y) can
be projected onto a plane in object space by

Fig. 1: Influence of height on target localisation
from a monocular view.
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are set up. The appearance of each detection
is described in terms of the hue histogram of
the corresponding foreground blob. An ap-
propriate similarity measure is given by the
Bhattacharyya distance between histograms
(BHATTACHARYYA 1946). After successful as-
sociation the appearance model is updated by
incorporating the appearance of the associat-
ed detection, which makes the tracker robust
against small appearance changes. The detec-
tion with the highest similarity is associated
to a trajectory, if it also fits the motion model,
i. e. considering spatial position and gating the
search space.
A spatiotemporal description of each

tracked object is realised by a Kalman Fil-
ter based on the planar position and velocity
on the ground plane. For estimating the posi-
tion from a monocular view one often cannot
rely on the visibility of a clearly defined in-
tersection point of the person with the ground
due to occlusions, shadows and the fact, that
while walking the feet obviously do not al-
ways touch the ground. The upper point of
a standing person, in contrast, is likely to be
identifiable in such situations. Since in mo-
nocular tracking the person‘s height is not in-
herently known, a default height is assumed
for (1). For our experiments we have chosen
a height of 1.72 m which is the average body
height of a German adult (STATISTISCHES BUN-
DESAMT 2009). As shown in section 3.1 height
influences target localisation in the imaging
direction. This does not necessarily degrade
the performance of monocular tracking, since
consecutive observations are influenced in the
same systematic way. On the contrary, asso-
ciation across views is handicapped because
the viewing directions of different cameras
are generally not aligned.
The described approach can be transferred

to the problem of data association across over-
lapping views. Only the gating of the search
space has to be adapted from a temporal mo-
tion model to simultaneous observations.

3.4 Dense Stereo Matching and
Feature Extraction

Another approach to data association across
multiple views is based on dense image match-

3.3 Detection and Tracking in
Monocular Views

People detection aims at distinguishing
people from the image background. Tracking
describes the process of establishing tempo-
ral correspondences between temporally cor-
responding people in consecutive frames. In
this work we do not concentrate on finding the
optimal method for monocular tracking, but
apply a combination of state-of-the-art meth-
ods that works well enough in non-crowded
scenarios.
For detection we follow DALAL & TRIGGS

(2005) and classify histograms of oriented
gradients within a sliding window in either
people or non-people using a support vector
machine (SVM). As shown in DOLLAR et al.
(2011), false positives in sliding window ap-
proaches remain frequent. Therefore, we val-
idate the detections with clues from back-
ground subtraction using an improved Mix-
ture of Gaussians approach with shadow de-
tection (KAEWTRAKULPONG & BOWDEN 2001),
and select only the detections that have a suf-
ficiently large overlap with any foreground re-
gion. Assuming a static background, valid for
most surveillance scenarios, we successfully
avoid false positive detections with this strat-
egy. However, misplaced detections occur if
background structure causes positive classi-
fication of a detection window which is also
labelled as foreground (Fig. 2). Such incorrect
detections are eliminated during data associa-
tion.
We obtain temporal trajectories by find-

ing the closest match of features between
detections in adjacent frames. A greedy ap-
proach is applied, combining spatiotemporal
and appearance-based features: For each tar-
get an appearance model and a motion model

Fig. 2: People detections, resized to unit
height. Two correct detections (left) and two
incorrect ones (right).
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(Semiglobal Matching, HIRSCHMÜLLER 2008)
where a global cost function combines local
matching costs with two penalty terms for dif-
ferent changes in disparity. Overall match-
ing costs are minimised by means of dynamic
programming along several paths performed
for each pixel. The matching procedure which
uses the Open Source Computer Vision library
(OPENCV 2012) is based on SGM: the optimi-
sation of an energy function integrates the de-
scribed smoothness constraints and pixel-wise
local matching costs, the latter being calculat-
ed as the sum of absolute differences (SAD) in
a 3 × 3 window. This method is chosen due to
its higher computational efficiency compared
to dedicated wide baseline approaches like the
DAISY descriptor (TOLA et al. 2010) that al-
lows for larger angles of convergence.
Each disparity is validated by a back-

matching consistency check as proposed e.g.
by HANNAH (1989). Pixels that are matched
from left to right have to be confirmed by a
corresponding match from right to left.
After calculating the disparity image for

each foreground region, pixels inside the
bounding boxes of the detector are re-project-
ed to 3D object space and transformed to the
common reference frame. From the resulting
point clouds, which in our setup consist of
1500 up to 3500 points on the visible surface
of each person, the object height is extracted
as the mean Z value of the five topmost points
inside an axis-aligned square buffer of 0.8 m
side length around the median X and Y coor-
dinates corresponding to a specific bounding
box.

3.5 Data Association across Multiple
Views

Whenever a stereo image pair is processed,
matching results are employed to establish
correspondences between trajectories in the
respective views. Globally tracked objects are
mostly instantiated from a single view and as-
sociated to corresponding detections in adja-
cent cameras when the object enters the over-
lapping regions of the views.
To establish correspondences, the centroids

of the three-dimensional point clouds from
the matching step are re-projected to the im-

ing. The general idea is to deduce the geo-
metric structure of the scene from a pixel- or
region-based comparison of radiometric fea-
tures in simultaneously captured images. The
resulting disparity map then contains a pixel-
wise data association between the images.
Since we are primarily interested in pedes-

trians moving in the scene, the input to the
matching algorithm is reduced to the fore-
ground regions of the corresponding images
inside the person tracker’s bounding boxes,
available from the people detection step. This
intrinsically eliminates many potential mis-
matches. For each of the foreground regions
dense stereo matching generates a disparity
map that can be re-projected to object space
as a point cloud on the visible surface of the
respective person. As an example Fig. 3 shows
two foreground patches from the input data
next to the resulting disparity map and the de-
rived point cloud, textured with colour infor-
mation from the left image.
A prerequisite for successful image match-

ing of moving objects are temporally aligned
image pairs. In the absence of externally trig-
gered cameras, we select images based on
their timestamp, dropping frames without a
corresponding partner. Camera clocks are
synchronised using the same Network Time
Protocol (NTP) server.
Corresponding images are normalised to

epipolar geometry to reduce the search space
in the matching procedure. The necessary im-
age orientation is derived in a separate, auto-
matic calibration step.
Consistent disparity maps for noisy and low

textured images, as frequently encountered in
surveillance footage, can be obtained by intro-
ducing smoothness constraints in the match-
ing algorithm. An efficient implementation
of such an optimisation is employed in SGM

Fig. 3: Input regions for dense image matching
(a, b), colour coded disparity map (c) and co-
loured 3D point cloud (d).
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text aware vision using image-based active
recognition (CAVIAR 2003), and video and
image retrieval and analysis tool (VIRAT
2011), none of them provides suitable input to
the presented approach. This is due to the fact
that, although a few overlapping views exist in
some of the datasets, convergence angles and
scale differences exceed reasonable limits for
stereoscopic analysis as described in this pa-
per.
Therefore, we have decided to acquire ad-

ditional test data ourselves. To demonstrate
handover and tracking, image sequences from
two cameras are processed. Fig. 4 shows a syn-
chronous pair of images from the experimen-
tal setup. The cameras are mounted approxi-
mately 5.7 m above the ground plane with a
stereo base of 4.2 m. People pass at distances
from 8.5 m to 18.5 m in front of the camera,
yielding base-to-distance ratios of 0.49 to
0.23. The image resolution of each camera is
768 × 576 pixels and images are captured at a
frame rate of 15 fps.

4.3 Data Association

Handover is evaluated on a test sequence of
1000 image pairs with 20 people passing the
overlapping region. The density of people is
relatively low and does not exceed 3 people
crossing the region of overlap simultaneously.
To be able to process all possible associations,
manually labelled detections are used for the
experiments in this subsection.
One computationally efficient geometric

approach to data association in object space
is to establish links based on the distance be-
tween detections from different views and a
threshold. To compare this strategy (called
“mono” in the remainder) to the stereoscopic
approach, a simple metric is defined by the ra-
tio of successfully associated vs. all possible

ages. Note that each point cloud corresponds
to a detected person. In the image domain it
is tested whether the projected point lies in-
side one of the bounding boxes of the people
detector in the corresponding frame of the ste-
reo image pair. If this is the case, the link is
stored in a global data-structure representing
the tracked object.
Correspondences are only established for

unambiguous associations; the results are dis-
carded if the projected centroid falls into mul-
tiple boxes in an image due to overlapping
detections. Single misses due to such occlu-
sions are tolerable if the overlapping region of
the images is large enough to produce several
synchronous image pairs showing the person.
Each of the pairs is processed individually
and is analysed with respect to possible asso-
ciations. The presented approach conceptually
works with only one valid association. How-
ever, multiple associations of the same tracks
increase reliability.
This procedure relies on simultaneous de-

tections in both views and does not directly
support detection by providing clues to the
presence of people in the scene. Such inte-
grated procedures are used in multiple view
detection approaches, e.g. ZHAO et al. (2005),
whereas this paper focuses on handover in
short sub-sequences.

4 Experiments

4.1 Overview

In this section, the proposed approach is eval-
uated on realistic surveillance footage col-
lected in an indoor setting by our prototype
system. First, the dataset is described. The re-
maining subsections evaluate the performance
of the proposed approach with respect to data
association and the incorporation of the body
height estimation.

4.2 Dataset

Although there are several publicly avail-
able test datasets addressing people detection
and tracking, e. g. performance evaluation of
tracking and surveillance (PETS 2012), con-

Fig. 4: Image pair from the test sequence.



Moritz Menze et al., Stereoscopic Approach 89

correctly. However, the results differ by one or
two detected tracks only, when manually de-
tected bounding boxes are used. Thus, it can
be concluded that for this experiment, all in-
vestigated methods deliver nearly the same
quality of results.
Using the results of our detector/tracker in-

stead of manual labelling, the overall perfor-
mance of the system degrades. Due to partial
or complete misses of the detector, the abso-
lute number of possible associations becomes
smaller and the reliability of data association
decreases as well. For our test dataset only 17
out of 20 people are detected.
Although the stereoscopic approach can

deal with a certain amount of occlusion, the
reconstruction fails, just as the detector does,
if people walk too close together. Fig. 5 depicts
a situation where only the person in front is
detected and reconstructed. Since the prob-
lems depicted in Fig. 5 stem from the detection
deficiencies, similar problems occur with the
other three association methods. In summary,
all four association methods delivered nearly
identical results for these detections.

4.4 Incorporation of Body Height

The effect of body height estimation is dis-
cussed based on the results of our tracker
for a single trajectory. Fig. 6 shows an exem-
plary tracking result in the reference frame
of our test site. The upper right of the figure
corresponds to the upper right of the images
in Fig. 4. The moving direction of the target
that is tracked was from the upper right to
the lower left corner in Fig. 6. The rectangle
in the middle indicates the area in which the
target was observed stereoscopically. Manu-
ally labelled ground truth is depicted as a blue

associations. Given manually labelled refer-
ence data we can directly compare the perfor-
mance of the monocular and the stereoscop-
ic approach on a per frame basis. A threshold
of 0.3 m was used for the mono cases. Tab. 1
shows that the stereoscopic approach clear-
ly outperforms the simpler mono approach.
However, the combination of monocular geo-
metric positioning and appearance-based fea-
tures, as described in section 3.3, yields al-
most flawless results for the given dataset.
To evaluate the performance of the present-

ed approach with respect to the state-of-the-
art, we processed the described test dataset
with a recent appearance-based approach to
people re-identification (METZLER 2012) which
is based on the mean of covariance descrip-
tors calculated from several images and does
not incorporate position information. Since
the appearance-based approach builds a de-
scriptor from multiple images of each person,
it cannot be compared on a per frame basis.
Tab. 2 gives the results in terms of the number
and percentage of correctly associated tracks.
The stereoscopic approach works almost as

well as the appearance-based method which
has the advantage of relatively few candidate
matches in the second image. The combined
spatiotemporal and appearance-based method
(section 3.3) is able to associate all 20 tracks

Tab. 1: Absolute number and percentage of
correct associations on a per frame basis.

no.
correct

%
correct

mono 377 74.8

stereo 466 92.5

mono+appearance 503 99.8

Tab. 2: Absolute number and percentage of
correct associations on a per track basis using
manually labelled detections.

no.
correct

%
correct

mono 18 90

stereo 18 90

appearance 19 95

mono+appearance 20 100

Fig. 5: Heavy occlusion hindering people de-
tection and reconstruction.
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sults from default height. The mean difference
between tracking results and reference data is
reduced significantly from 26 cm to 11 cm in
X direction (which is the imaging direction)
while differences in Y direction are not in-
fluenced. This is the expected improvement,
since an error in height directly results in a bi-
ased position in imaging direction.
The overall improvement of the target lo-

calisation with respect to the reference data
demonstrates the benefit of our approach. In
the right part of Tab. 3, only those trajectory
points with an estimated body height are com-
pared to the respective biased results. While
the mean difference in Y direction slightly
changes due to the reduced number of sam-
ples, the differences in X direction are re-
duced by an order of one magnitude.

5 Conclusions and Outlook

We presented an approach to the generation of
globally consistent trajectories from surveil-
lance videos. Our contribution deals with the
handover of tracked objects between different
cameras with occasionally overlapping fields
of view. By exploiting stereo vision during
handover a reliable estimation of body height
can be obtained. The major benefit of the ap-
proach is the increased geometric positioning
accuracy during stereoscopic and subsequent
monocular tracking. An improved geometric
accuracy of the trajectories enables a more
precise description of movements in the scene
and a more detailed analysis of interactions.
The approach has been successfully tested

on realistic image sequences. Positioning ac-
curacy is improved and data association per-
forms on a level comparable to state-of-the-art
methods. The integration of a more sophisti-
cated association procedure could further im-
prove these results. Ambiguous associations
of the stereoscopic approach due to overlap-

line. The green line is the trajectory after as-
sociating the monocular tracking results from
the left and right view using the described ste-
reoscopic approach. Detections are projected
to the ground plane using the average height.
The red line is the trajectory updated with the
height estimation from stereo processing as
soon as available. None of the trajectories are
filtered in the time domain. Initially, both the
green and the red trajectory show a systemat-
ic offset from what is labelled as ground truth
because of the default height they assume.
Note that the red trajectory converges towards
the reference data from the moment the target
reaches the overlapping area, while the green
trajectory retains its systematic offset in X di-
rection (imaging direction).
Tab. 3 gives numerical results of a compar-

ison between our measurements and manu-
ally labelled reference data, computed as the
root-mean-squared difference between cor-
responding points in the ground plane. The
left part gives overall results of the trajecto-
ries in Fig. 6 and therefore includes biased re-

Fig. 6: Exemplary trajectory in a common refe-
rence frame. Parts inside the rectangle are
processed stereoscopically.

Tab. 3: Mean difference of tracking results and reference data.

overall overlapping

ΔX (m) ΔY (m) ΔX (m) ΔY (m)

default height 0.26 0.02 0.22 0.06

estimated height 0.11 0.02 0.02 0.06
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Surveillance Systems: 1–5, London, UK.

METZLER, J., 2012: Appearance-based Re-Identifi-
cation of Humans in Low-Resolution Videos us-
ing Means of Covariance Descriptors. – IEEE
International Conference on Advanced Video

ping bounding boxes in the second image
could be resolved by incorporating additional
appearance-based features in such cases.
Focussing single people of interest at higher

resolution will yield more detailed point
clouds. Those could be analysed with respect
to full body motion and action recognition.
More extensive tests will be conducted in fu-
ture works by integrating the approach into a
wider network of self-organising smart cam-
eras.
Our method is designed for the application

in reconfigurable sensor networks with limit-
ed resources that use spatially distributed PTZ
cameras to cover wide areas. In such a setup,
stereo vision is only applied during the short
periods of handover. The improvement in tar-
get localisation achieved by incorporating the
correct body height makes our approach also
suitable for systems that aim at the optimisa-
tion of global trajectories in post-processing.
So far, only online applications in self-organ-
ising smart camera networks are considered
that require tracking results on the fly. Ap-
plying corrections to past observations after a
body height was determined may be useful for
the backward tracking of people in recorded
sequences.
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