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obtain absolute values of radiance or relec-
tance, and therefore, these sensors can be used
for multispectral classiication, vegetation rate
calculation and estimation of biophysical vari-
ables, providing the advantage over the satel-
lite systems of offering high resolution imag-
es and allowing a data acquisition depending

1 Introduction

Nowadays, the exploitation of physical quanti-
ties is still not widespread in thematic applica-
tions of aerial images captured by photogram-
metric techniques. Nevertheless, as long as the
sensor is properly calibrated, it is possible to

Summary: This paper deals with the vicarious

calibration of a linear array sensor, ADS40, and the

comparison and analysis with the laboratory cali-

bration provided by the manufacturer. For this pur-

pose, a speciic test ield located in the city of Ávila
(Spain) was designed for the two different lights
performed during the 8th and 9th of April, 2010

with a spatial resolution of 10 cm and 25 cm, re-

spectively. In addition, a relectance measurement
campaign was performed during the light using an
ASD FieldSpec 3 Hi-Res spectroradiometer, ob-

serving a group of 24 targets which included natu-

ral and artiicial surfaces. Two study cases were
considered: with and without atmospheric correc-

tion. In order to take into account atmospheric ef-

fects, the relectance method based on the radiative
transfer model was applied to establish the relation-

ship between sensor and ground magnitudes. Com-

pared to the calibration results provided by the

manufacturer, the results of the vicarious calibra-

tion are better. In particular, the root-mean-square

grey value error (RMSE) reached through the vi-

carious calibration in the different reference sur-

faces is lower than for the laboratory calibration,

which considers always the same atmospheric mod-

el. Finally, analyzing the stability of the calibration

and its relation with the lying height, the calibra-
tion of the lower light (10 cm) was extrapolated to
the 25 cm light, obtaining similar accuracies.

Zusammenfassung: Dieser Artikel beschäftigt

sich mit der Feldkalibrierung (vicarious calibrati-

on) der Luftbildzeilenkamera ADS40 und ver-

gleicht die Ergebnisse mit denen der vom Hersteller

gelieferten Laborkalibrierung. Zu diesem Zweck

wurde in Ávila (Spanien) ein Testfeld angelegt, das
am 8. und 9. April 2010 in zwei verschiedenen Hö-

hen so überlogen wurde, dass eine Bodenaulö-
sung (Ground Sample Distance, GSD) von 10 cm

bzw. 25 cm entstand. Gleichzeitig mit der Überlie-
gung wurden 24 radiometrische Referenzlächen,
die sowohl natürliche als auch künstliche Oberlä-
chen besaßen, vermessen. Dabei kam das Feld-

spektrometer FieldSpec 3 Hi-Res der Firma ASD

zum Einsatz. Die aufgenommenen Kanäle wurden

sowohl unter Berücksichtigung eines Atmosphä-
renmodells als auch ohne ein solches ausgewertet.

Als Atmosphärenmodell wurde das 6S (Second si-

mulation of the satellite signal in the solar spec-

trum), Version 1.1, verwendet. Die Genauigkeit der

Feldkalibrierung war etwas höher als die der La-

borkalibrierung des Herstellers. Das zeigte sich

insbesondere bei unterschiedlichen Oberlächen-
materialien. Ein weiteres Ergebnis war, dass die

Ergebnisse der Kalibrierung des niedrigeren Flu-

ges (GSD 10 cm) mit nur einem geringen Genauig-

keitsverlust auf die größere Flughöhe (GSD 25 cm)

extrapoliert werden konnten.



558 Photogrammetrie • Fernerkundung • Geoinformation 5/2012

atmospheric properties are the most dificult
to realize, i.e., uniformity, suficiently large
footprint, latness, high signal-to-noise ratio,
Lambertian relectance, as well as minimiz-
ing aerosols, water vapour and clouds. Natu-
ral and/or anthropogenic targets are used fre-
quently, i.e., rocks or gravel parcels, concrete
areas (which can also be painted), sand etc.
Speciic artiicial targets are also common,
i.e., transportable tarpaulins or carpets etc.
The authors of this paper conducted some

preliminary experiments for radiometric cal-
ibration of aerial images with the Intergraph
DMC frame camera, analyzing the incor-
poration of radiometric transfer models into
the conventional photogrammetric process
(Hernández-López et al. 2011). Recently, very
interesting studies on the validation of the ra-
diometric processing chain (MarkeLin et al.
2010) and the relectance calibration of the
ADS40 were performed (BeisL & adiguezeL
2010). Some of the products processed with the
Leica software are evaluated by using ground
relectance measurements as a reference. The
results show a reasonably good agreement be-
tween the calibration results and the reference.
This article presents an experiment carried

out in Ávila (Spain) with the ADS40 sensor.
The experiment compared the vicarious cal-
ibration of two different lights (10 cm and
25 cm GSD, ground sample distance) with the
laboratory calibration provided by the manu-
facturer: with and without atmospheric cor-
rection. A series of check surfaces with dif-
ferent properties have been established for the
validation process. During the whole study,
the analysis was always based on the Level 0
(L0, raw data) images in nadir direction, with-
out compression and without any geometric or
radiometric processing.
This study advances in the research direc-

tions raised by the EuroSDR project “Radio-
metric aspects of digital photogrammetry
images” (Honkavaara et al. 2011), which fo-
cused on the convenience of performing vi-
carious calibrations. The main scientiic con-
tribution of this work is that remote sensing
methodologies for radiometric calibration are
adapted, extrapolated and applied to a photo-
grammetric linear array sensor. Methodologi-
cally this implies the application of a rigorous
photogrammetric model of the observation

on user demand (Honkavaara & MarkeLin

2007).
In 2000, Leica Geosystems introduced the

photogrammetric scanning sensor ADS40
(sandau et al. 2000). This camera is innova-
tive in the ield of photogrammetry, not only
due to its linear sensor characteristics, but also
because of the camera manufacturer provides
information about the laboratory radiometric
calibration (BeisL et al. 2006), and because
the application of some atmospheric correc-
tion algorithms and an empirical bidirectional
relectance distribution function (BRDF) cor-
rection are part of the photogrammetric work-
low provided by the manufacturer’s software
(BeisL et al. 2008).
There are various radiometric calibration

methods in remote sensing (de vries et al.
2007, Honkavaara et al. 2009, kaasaLainen
et al. 2009), but the basic principles are the
same (Wagner 2010). While the radiometric
processing chain is popular for remote sensing
systems, those approaches are not directly ap-
plicable in photogrammetric processing due to
special features of photogrammetric data ac-
quisition (read & graHaM 2002). In remote
sensing, here are three types of radiometric
calibration of optical sensors (dinguirard &
sLater 1999,Honkavaara et al. 2009,Wagner
2010): pre-light (at laboratory with Lamber-
tian or spherical relectors), on board (taking
regular measurements of stable targets) and
vicarious (based on object pseudo-invariant
relectance).
The radiometric processing methods of

photogrammetric imagery are under devel-
opment, and several organizations are cur-
rently developing radiometric block adjust-
ment software (Honkavaara et al. 2009), spe-
ciically for photogrammetric sensors. In a
vicarious calibration and validation, the test
site performance becomes relevant and must
be assessed, although optimal construction of
permanent radiometric test sites for high res-
olution airborne imaging systems is an unre-
solved issue (Honkavaara et al. 2010). Ideally,
the ield targets used in radiometric calibration
either for satellite or airborne sensors should
accomplish a set of characteristics (teiLLet et
al. 2007, Honkavaara et al. 2010). Specially
for the latter ones, the requirements related to
stability, location, terrain height and climate/
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2.2 Photogrammetric Flights

The city of Ávila, located 100 km from Ma-
drid, was chosen as a test area. In this area, the
conditions for photogrammetric lights are fa-
vourable due the cleanness of the air in this re-
gion. Furthermore, the area comprises an ur-
ban area, but also the surroundings including
agricultural vegetation, so it has a large size
and radiometric range.
The images used in the calibration process

were captured on April 8th, 2010 with an ex-
cellent illumination and a clean atmosphere.
The light was conducted at 1000 m lying
height, resulting in a GSD of 10 cm, distribut-
ed in 7 strips in East-West direction and one in
North-South over the test ield. The area cov-
ered was approximately 22 km2. A light over
the same area with a GSD of 25 cm was per-
formed at the next day, 9th of April, with a ly-
ing height of 2500 m, distributed in 10 strips
in East-West and another one in North-South
direction. The covered area is 75 km2 (Fig. 1).
We worked with images in Level 0 (L0, raw
data) of RGB and NIR bands, all of them in the
close nadir direction, with 12-bit radiometric
resolution.

2.3 Radiometric Campaign

The calibration zone was equipped with seven
portable relectance tarpaulins. Six tarpaulins
had different spot colours: black, white, blue,
red, green and gray, with a size of 5 × 5 m2.
The seventh was a 6-step grey-scale tarpaulin

geometry to obtain the geometrical parame-
ters required for atmospheric correction. We
also carry out an experimental validation of
our method, comparing the vicarious calibra-
tion to the laboratory calibration and assessing
the inluence of atmospheric correction (sec-
ond simulation of the satellite signal in the so-
lar spectrum (6S) model) on the results.

2 Materials and Methods

2.1 Photogrammetric linear Sensor
ADS40-SH52

The sensor used was the Leica ADS40-SH52,
with 62.7 mm focal length, 6.5 μm pixel size, a
12,000 pixels array, and a ield of view of 64°.
It has four panchromatic CCDs: one oriented
forward by 27°, one oriented backwards by
16°, and two nadir views at 2°. It also has four
multispectral CCDs: red (R), green (G), blue
(B) and near infrared (NIR), providing views
that are 2° off nadir. The bandwidths are 465–
680 nm for the panchromatic channel, 428–
492 nm for the blue band, 533–587 nm for the
green band, 608–662 nm for the red band, and
833–887 nm for the infrared band, without
overlap between bands (CaseLLa et al. 2008,
MarkeLin et al. 2010).
The camera was calibrated in November

2007 in a laboratory with a uniform white tar-
get and an integrating sphere. The calibration
parameters are available from Leica on re-
quest (BeisL et al. 2006).

Fig. 1: Flight patterns: GSD of 10 cm on left and of 25 cm on right with control strip in N-S direction
in both lights, CyL = Castilla y León.



560 Photogrammetrie • Fernerkundung • Geoinformation 5/2012

study area. All the 12 check areas were used in
the validation process.
In order to acquire spectral measurements

in the ield, an ASD FieldSpec3 spectroradi-
ometer was used as a remote detector of the
radiant lux coming from the surface in the
visible and near infrared ranges. This model
provides a spectral range of 350–2500 nm, a
data sampling time of 0.1 seconds per spec-
trum, and a maximum spectral resolution of
3 nm (±1.0 nm wavelength accuracy) with a
maximum noise equivalent radiance of 1.4
10−9W·cm−2·sr−1. The optical iber was mount-
ed with a 25° ield of view registering. In the
check areas we deined between one and ive
check targets, each corresponding to a small
patch of approximately 1× 1 m2. In each ob-
servation cycle, 120 spectra were measured
over each target and then averaged to get the

of 5× 1 m2 (Fig. 2). These tarpaulins (12 tar-
gets) were used as control surfaces to perform
the calibration process. The number of spec-
trometer measurements was 5 in each big tar-
paulin and 10 in every step of grey-scale tar-
paulin.
In addition, 12 check areas were selected

for validation (Fig. 3). Three check areas were
natural surfaces, covered by sand, grass and a
track. Seven check areas corresponded to ar-
tiicial surfaces of different colours, namely
green, white, garnet and the colour of football
soil, and to different materials, namely as-
phalt, concrete soil and cement. The last two
check areas corresponded to paved ground
and bushes. Their homogeneity was lower
than the homogeneity of the other check ar-
eas, but their presence is quite common in the

Fig. 2: Test ield: Calibration surfaces.
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per check area is equal to the number of re-
lectance values divided by ive. The overall
number of targets in all check areas was 24,
and the total number of relectances measured
in the check areas was 120.
Fig. 4 shows the standard deviation of the

measurements for each check area. We can
observe the highest values in the check area
covered by vegetation (grass and bush) in the
NIR band. All the spectral measurements per
target were used independently for the cali-
bration procedure (in case of the tarpaulins)
and for evaluation (targets in check areas). All
the targets (calibration or check surfaces) are
visible in at least 5 strips. To obtain the cor-
responding colour vectors in the images, for
each image a target appeared in we deter-
mined the average digital number per band in
a small square window. The size of this win-
dow was 7× 7 pixels in the images with 10 cm
GSD (calibration and validation) and 3 × 3 pix-
els in the images with 25 cm GSD.

inal spectra. Before each target measurement,
a reference measurement was made with a cal-
ibrated white reference standard (Spectralon
Labsphere ®). The spectra were measured in
absolute radiance mode. Afterwards, the radi-
ances were scaled with the reference measure-
ments to produce the relectance values per
target. Finally, these target relectances were
weighted with the ADS40 channel spectral
sensitivities to get the relectances per MS
channel. This procedure was repeated ive
times per target to obtain ive representative
relectance values per target. The radiometric
samples were georeferenced by determining
the centres of the respective targets using a
dual-frequency GNSS receiver. The accuracy
(RMSE) of the target coordinates was better
than 0.1 m. Fig. 3 shows examples for targets
(1× 1 m2) from each of the check areas and the
number of relectance values per check area
used for evaluation. As there were ive relec-
tance values per target, the number of targets

Fig. 3: Examples for targets (1 × 1 m2) in the check areas and the number of relectance values
derived from spectrometer measurements per check area between brackets. As there are ive
measurements per target, the number of targets per check area is the number of measurements
divided by ive. For instance, there was one target over sand, but ive targets over grass.

Fig. 4: Standard deviation of measurements (relectances in %) on the check surfaces.
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In (3), L
s
is the radiance at the sensor, E

d

is the exoatmospheric solar irradiance at the
top of the atmosphere (TOA), c

0
(offset) and

c
1
(gain) are the calibration coeficients and ρ

s

can be obtained either by the 6S model in (1)
or by (2).
For the ADS40 sensor, the linear model

suggested by the manufacturer is set up in a
way that the offset c

0
is corrected by the sys-

tem during its registration, so it can be set to
zero (BeisL 2006). This aspect was checked by
the authors. The solution obtained with deter-
mining an unknown offset parameter did not
result in an improvement, so that a calibration
model with only one parameter (the gain c

1
)

was used in this study. In the calibration pro-
cess, the relectance measurements for each
target can be transformed to the images via
(1) or (2), where they are related to the digi-
tal numbers measured in the corresponding
image windows and the radiometric calibra-
tion coeficient c

1
via (3). Each observed digi-

tal number in an image results in one observa-
tion equation. This over-determined system is
solved by least squares methods (Hernández-
López et al. 2011).
In this study, the vicarious calibration is

named case ‘1’, referring to the number of co-
eficients used (only gain) and the calibration
of the manufacturer is named case ‘M’. If the
atmospheric correction is applied the letter
‘a’ is added. So, case ‘1’ refers to the vicari-
ous calibration without atmospheric correc-
tion, case ‘1a’ to the vicarious calibration with
atmospheric correction, case ‘M’ to the cali-
bration provided by the manufacturer without
atmospheric correction and case ‘Ma’ to the
calibration provided by the manufacturer with
atmospheric correction. In this work, we did
not consider the impact of errors in the atmos-
pheric parameters in (1).

Geometry of illumination and
observation

To carry out the vicarious calibration with
high resolution photogrammetric images it is
recommendable to know the three-dimension-
al geometry of the scene with the highest ac-
curacy possible if atmospheric correction is to
be carried out (Hernández-López et al. 2011).

2.4 Radiometric Calibration

Radiative transfer model

The equation of radiative transfer establishes
the relation between relectances measured on
the surface and the apparent relectance at the
sensor, taking into account the processes of
atmospheric dispersion and absorption (ver-
Mote et al. 2006).

( , , , , ) ( , , , )

( , ) ( , ) ( , , , )
1 ( , )

s i v t s a i v s

t
i t v s g i v t s

t s t

z z z

z z z z
S z z

ρ θ θ Φ ρ θ θ Φ

ρ
τ θ τ θ τ θ θ

ρ ↓ ↑

=

+
−

(1)

In (1), ρ
s
is the apparent relectance at the

sensor, ρ
a
is the intrinsic relectance of the at-

mosphere, S is the atmospheric albedo, τ
g
is

the global transmittance due to molecular ab-
sorption, τ↓ is the descending transmittance,
τ↑ is the upward transmittance, ρ

t
is the target

relectance measured at the surface, θ
i
is the

zenith angle of the illumination, θ
v
is the ze-

nith angle of observation,Φ is the azimuth an-
gle between the plane of observation and the
illumination, z

t
is the elevation of the ground

point and z
s
is the altitude of the sensor.

To obtain the atmospheric parameter values
necessary to calculate relectances at the sen-
sor (ρ

a
, E

d
, S,τ↓, τ

↑, τ
g
) using (1), the model 6S

(verMote et al. 2006) can be used, which re-
quires information about the geometry of il-
lumination and observation (explained in the
next section) for each of the target and band
image involved in the process. So, θ

i
, θ

v
, Φ, z

t

and z
s
will be the input geometric parameters

in the model 6S.
If no such atmospheric correction is ap-

plied, the sensor and ground relectance are
considered to be equal, in which case (1) is
simpliied as follows:

s tρ ρ= (2)

The apparent relectance of the sensor ρ
s

can also be expressed as a function of the ob-
served digital number (DN) recorded by the
sensor (verMote et al. 2006):

0 1

0 1

( )
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s
s

d i d i
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and target position (geodetic latitude, geodetic
longitude and orthometric height).

Atmospheric characterization

With regard to the atmospheric parameters,
the values of aerosol optical depth (AOD)
were taken from AERONET (AERONET
2010). Due to the absence of closer stations,
the value of AOD was extracted as the average
of the values of the two closest stations, Au-
tilla and Cáceres, both at a distance of 100 km
from Ávila.
The cleanness of the atmosphere at the day

of the light was remarkable, so that the AOD
values were pretty similar (Tab. 1). The “Mid-
latitude Summer” atmospheric model and the
continental aerosol model (verMote et al.
2006) were used to obtain the atmospheric pa-
rameters (ρ

a
, S, τ↓, τ

↑, τ
g
) for each of the test

ield measurements based on the 6S model, us-
ing the geometrical parameters derived in the
way explained in the previous section. The ef-
fects of the quality of the atmospheric param-
eters on the calibration results were not con-
sidered in this study.

Solution

The calculation of the calibration is composed
of an overdetermined system based on the cal-
ibration targets (Fig. 2), and takes into account
that for each target we obtain one correspond-
ing image observation in each image the tar-
get is visible in, using the mean digital number
(DN) value of window of 7× 7 pixels. All the
relectances measured at ground level (5–10
per target) are transformed to the images using
either (1) (with atmospheric correction) or (2)
(no atmospheric correction), where the obser-
vation equation is given by (3). In the adjust-
ment, the corrected relectances are consid-
ered as the observations, whereas the digital

It is not required in the case without atmos-
pheric correction.
The geometry of the scene for each target is

deined by the position of the sun, target and
sensor.
The GNSS ield measurements and the data

provided by the light company are needed to
ind the three-dimensional geometry of obser-
vation, i.e. the relative position between target
and sensor. We determined the exterior ori-
entation parameters by aerial triangulation of
the L0 images; note that there is an individu-
al set of orientation parameters for each scan-
line and band: GPS time, position of projec-
tion centre (X,Y,Z) and attitude (omega, phi
and kappa). In this study, the positions of the
(calibration and check) targets were rigorously
georeferenced on the ground using a dual-fre-
quency GNSS receiver and back-projected to
the L0 images using the orientation parame-
ters. Back-projection requires an iterative pro-
cess and also a proper handling of structure
and image information. To solve this problem,
an application based on the ADS Info kit pro-
vided by Leica Geosystems was developed
(teMpeLMann et al. 2005). As a result, we ob-
tain the GPS time for the time each target was
imaged and consequently also the projection
centre coordinates, which are used to calcu-
late the azimuth and zenith angles of obser-
vation between target and sensor required to
determine the atmospheric correction param-
eters in (1). The back-projected points are used
to deine the n× n windows to determine the
DN values. We do not consider the oblique-
ness of the terrain since all our targets are in
horizontal terrain.
The solar position algorithm (SPA) library

(reda& andreas 2008) was used to calculate
the illumination geometry, relative position
between target and sun, expressed as the geo-
detic azimuth and the zenith angle at the mo-
ment of the data acquisition using GPS time

Tab. 1: Mean AOD calculated from the closest AERONET stations on April 8th, 2010.

Station Long. Lat. AOD

B (at 440 nm) G (at 500 nm) R (at 675 nm) NIR (at 870 nm)

Autilla −4.603 41.997 0.100 0.084 0.059 0.059

Cáceres −6.343 39.479 0.104 0.100 0.055 0.045

Mean 0.102 0.092 0.057 0.052
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the relectance differences expressed in relec-
tance units (%) was used:

( )
21

measured calculatedRMSE
N

ρ ρ= −∑ (4)

where N is the number of image observations
for all check targets.
Furthermore, to analyze each check area

(corresponding to several targets of the same
land cover type) in an independent way, the
following values are determined independent-
ly for each check area, considering all the im-
ages: the maximal and minimal error, stand-
ard deviation, average error, the average abso-
lute error value, and the RMSE.

3 Results

3.1 Parameters of Flight Calibration,
Flight of 10 cm GSD

In this process all calibration surface tarps
were used. Tab. 2 shows the gain coeficient
and the RMSE obtained from the vicarious
calibration, with atmospheric correction (‘1a’)
and without it (‘1’). The calculated values are
slightly higher than those provided by the
manufacturer in all bands (‘M’). The RMSEs
were smaller with atmospheric correction, ex-
cept for the R band.

3.2 Validation

Fig. 5 shows the accuracy of these experi-
ments expressed as the RMSE in which all
the targets and all the images are considered.
Vicarious calibration (‘1’ and ‘1a’) exhibits er-
rors between 2 and 2.6 % in the RGB bands
and a slightly higher one, 3.5 %, in the NIR

numbers were used as constants. Consequent-
ly, two solutions were obtained, one without
atmospheric correction (case ‘1’) and the oth-
er with atmospheric correction (case ‘1a’). In
both cases the overdetermined system has 450
observation equations and one unknown gain
parameter c

1
per band. Since some outliers

could remain in the measurements, the least
squares solution is stabilized with the modi-
ied Danish robust method (Caspary 1987,
krarup et al. 1980).

2.5 Validation

In order to evaluate the vicarious calibration
method and compare its effectiveness with the
one obtained by the laboratory calibration, we
applied all calibration parameters to the im-
age observations in the check targets (Fig. 3)
to propagate them into ground relectanc-
es. The ground relectances thus determined
were compared to the ground measurements.
The check targets were independent and not
used in the calibration process. In this way, for
each check measurement and image band, the
differences between the ground relectances
ρ
calculated

, obtained by applying the results of
the vicarious calibration (with and without at-
mospheric correction) to the grey levels, and
the measured ground relectances ρ

measured

were examined. Similarly, the same compari-
son was done with those relectances obtained
by applying the calibration coeficients pro-
vided by the manufacturer. In the cases when
atmosphere was considered, the sensor relec-
tances were transformed into ground relec-
tances using again the atmospheric character-
ization provided by the 6S model in (1).
To compare the different cases in a global

way, considering all the images and all the tar-
gets, the root-mean-square error (RMSE) of

Tab. 2: Gain coeficients (W·m−2·sr−1·μm−1·DN−1).

B G R NIR

c
0

RMSE c
0

RMSE c
0

RMSE c
0

RMSE

case ‘1a’ 5.371·10−5 9.0·10−8 3.551·10−5 9.0·10−8 3.029·10−5 9.0·10−8 3.117·10−5 7.0·10−8

case ‘1’ 5.677·10−5 2.3·10−7 3.745·10−5 1.2·10−7 3.095·10−5 3.0·10−8 3.225·10−5 1.5·10−7

case ‘M’ 4.65·10−5 – 3.39·10−5 – 2.86·10−5 – 2.78·10−5 –
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Tab. 3: Statistics of the errors of the vicarious calibration (case ‘1a’) using the different check surfaces expressed in relectances (%), max = maximum
error, min = minimum error, std = standard deviation, RMSE = root−mean−square error, ave = average error, ave av = average absolute error value.

Vicarious Sand Asphalt Track Cement Grass Paved Bush White

Soil

Football

Soil

Garnet

Soil

Concrete

Soil

Green

Soil

Blue max 3.90 3.73 2.73 2.29 3.72 2.99 4.90 2.68 1.20 2.49 1.22 2.06

min −6.04 −0.30 −6.19 −8.75 −2.53 −3.54 −1.40 −6.10 −4.35 −0.06 −4.13 −1.05
std 2.99 1.01 2.44 2.51 1.36 1.59 1.58 2.02 1.60 0.75 1.34 0.83

RMSE 2.94 2.02 2.45 3.53 1.87 1.61 1.90 2.22 2.08 1.63 2.05 1.32

ave 0.01 1.75 −0.41 −2.51 1.29 −0.31 1.10 −0.96 −1.37 1.46 −1.56 1.03

ave av 2.08 1.77 1.76 2.91 1.75 1.31 1.42 1.77 1.60 1.46 1.73 1.22

Green max 2.21 4.03 4.55 1.75 2.51 3.50 4.25 6.60 1.66 1.07 1.69 2.60

min −6.10 −0.26 −7.32 −8.85 −4.64 −2.39 −2.07 −2.14 −4.84 −0.41 −4.31 −1.61
std 2.37 1.12 2.89 2.71 1.71 1.48 1.64 2.34 1.92 0.39 1.34 0.94

RMSE 2.43 1.71 2.90 3.31 1.71 1.49 1.72 3.59 2.00 0.62 1.53 1.48

ave −0.69 1.30 0.45 −1.93 0.13 0.26 0.63 2.74 −0.68 0.48 −0.77 1.15

ave av 1.45 1.34 2.46 2.42 1.34 1.23 1.31 3.00 1.31 0.53 1.18 1.35

Red max 2.68 3.91 5.14 2.24 2.57 11.84 7.36 7.08 1.06 1.29 2.54 1.49

min −7.25 −0.71 −7.63 −9.67 −3.84 −2.12 −4.86 −0.98 −5.12 −2.03 −4.01 −1.77
std 2.78 1.24 3.08 3.12 1.34 3.45 3.11 2.30 1.63 0.96 1.40 0.74

RMSE 2.95 1.60 3.13 3.80 1.36 3.60 3.07 3.54 2.07 1.02 1.48 0.84

ave −1.12 1.01 0.71 −2.21 −0.22 1.15 0.38 2.70 −1.33 −0.35 −0.50 0.41

ave av 1.90 1.13 2.75 2.79 1.01 2.06 2.61 2.82 1.52 0.87 1.18 0.71

NIR max 10.70 2.43 4.82 2.21 8.69 2.87 4.24 5.27 1.41 0.62 4.01 1.86

min −7.53 −2.04 −9.28 −6.32 −20.08 −3.45 −13.00 −5.90 −5.00 −3.24 −3.01 −2.22
std 4.92 1.09 3.29 2.14 5.28 1.47 4.81 2.66 1.86 0.93 1.49 1.03

RMSE 4.94 1.09 3.27 2.38 5.29 1.55 4.96 2.64 1.94 1.41 1.48 1.04

ave 1.02 0.14 0.03 −1.07 −0.52 −0.54 −1.55 −0.14 −0.67 −1.07 0.15 0.24

ave av 3.52 0.85 2.71 1.86 3.95 1.27 3.47 2.17 1.52 1.14 1.11 0.88
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ry calibration. The NIR band was most sig-
niicant since it provided an improvement of
about 2 %.
Tab. 3 shows the maximum and minimum

differences between the ground relectance
measurements at the check surfaces and those
resulting from the vicarious calibration with
atmospheric correction (case ‘1a’) in absolute
terms (expressed in %) and independently for
the 12 targets. It shows that the majority of the
surface types used as check surfaces may be
considered as invariant and suitable for radi-
ometric validation. In general, uniform sur-
faces that are artiicially coloured such as gar-
net and green provided the best accuracies in
the four channels of the spectrum, while more
variable surfaces like sand or vegetation had

band. The inluence of the atmospheric cor-
rection in the vicarious calibration was low for
all bands, B being the band showing the high-
est improvement (0.5 %). The RMSEs of the
laboratory calibration (‘M’ and ‘Ma’) are be-
tween 2.6 and 4 % in the RGB band and val-
ues close to 5 % in the NIR band. In the case
of ‘M’ the RMSE is higher when the wave-
length increases. The results of the calibra-
tion coeficients revealed a greater sensitivity
to the atmospheric effects (‘Ma’), especially
in the R and G bands (≈ 1 %). In this case, an
increase of the error of 0.5 % for the B band
was observed. The RMSEs in relectances ob-
tained for all the bands after applying the vi-
carious calibration (‘1’ and ‘1a’) were smaller
than those errors resulting from the laborato-

Fig. 5: Comparison of the vicarious calibration derived from the 10 cm light (cases ‘1’ and ‘1a’)
and the laboratory calibration (cases ‘M’ and ‘Ma’) applied for the 10 cm light.

Fig. 6: Maximal and minimal differences between the ground relectance measurements and
those resulting from the vicarious calibration process (case ‘1a’), with its average and standard
deviation (%).
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Tab. 4: Statistics of the errors based on the radiometric manufacturer calibration (case ‘Ma’) for different check surfaces expressed in relectances (%),
max = maximal error, min = minimal error, std = standard deviation, RMSE = root−mean−square error, ave = average error, ave av = average absolute
error value.

ADS40 Sand Asphalt Track Cement Grass Paved Bush
White

Soil

Football

Soil

Garnet

Soil

Concrete

Soil

Green

Soil

Blue max 5.52 5.89 5.09 5.85 4.18 6.00 5.93 8.89 3.67 3.32 4.84 3.58

min −3.26 1.63 −3.12 −4.48 −1.25 0.37 0.07 0.64 −1.34 1.00 −0.17 0.76

std 2.62 1.08 2.20 2.35 1.20 1.38 1.47 1.89 1.42 0.68 1.19 0.75

RMSE 3.31 3.88 3.13 2.77 2.39 3.37 2.79 5.77 1.92 2.45 2.69 2.76

ave 2.08 3.72 2.25 1.51 2.06 3.09 2.39 5.46 1.32 2.35 2.42 2.66

ave av 3.08 3.72 2.90 2.30 2.20 3.09 2.39 5.46 1.62 2.35 2.42 2.66

Green max 3.14 4.76 5.63 3.25 2.76 4.50 4.74 9.10 2.53 1.33 3.29 3.59

min −4.86 0.39 −5.95 −7.17 −4.01 −1.01 −1.50 0.49 −3.74 −0.13 −2.82 −0.49
std 2.28 1.16 2.81 2.67 1.64 1.38 1.62 2.31 1.84 0.39 1.32 0.91

RMSE 2.26 2.27 3.25 2.66 1.71 1.98 1.97 5.76 1.82 0.84 1.51 2.36

ave 0.34 1.96 1.66 −0.33 0.50 1.44 1.16 5.29 0.25 0.75 0.75 2.18

ave av 1.81 1.96 2.91 2.04 1.44 1.62 1.46 5.29 1.50 0.76 1.24 2.21

Red max 4.03 4.83 6.69 4.22 2.86 12.87 7.84 10.42 2.92 1.76 4.61 2.36

min −5.43 0.06 −5.70 −7.43 −3.29 −0.77 −4.03 2.48 −3.03 −1.50 −2.17 −0.77
std 2.64 1.31 2.98 3.05 1.28 3.30 3.01 2.28 1.55 0.95 1.40 0.71

RMSE 2.62 2.25 3.83 3.02 1.28 4.15 3.13 6.51 1.64 0.95 1.99 1.49

ave 0.40 1.84 2.43 −0.08 0.10 2.56 1.06 6.11 0.62 0.15 1.42 1.32

ave av 2.04 1.84 3.41 2.41 1.02 2.62 2.52 6.11 1.43 0.83 1.67 1.37

NIR max 13.33 4.22 8.45 6.44 13.57 5.76 6.90 11.56 4.94 1.48 7.68 4.87

min −3.18 −0.49 −4.89 −1.85 −13.72 −0.98 −9.05 0.96 −1.01 −2.23 0.01 1.04

std 4.41 1.18 3.12 2.09 4.94 1.50 4.37 2.54 1.69 0.89 1.71 0.96

RMSE 6.28 2.08 5.02 3.89 6.44 2.65 4.54 6.87 3.43 0.89 3.85 3.45

ave 4.55 1.73 3.96 3.29 4.15 2.19 1.51 6.40 3.00 −0.14 3.46 3.32

ave av 5.34 1.76 4.39 3.51 5.70 2.24 4.04 6.40 3.08 0.72 3.46 3.32
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lyze if it was possible to extrapolate the radi-
ometric results of the vicarious calibration to
different ground sample distances and lying
heights. The results obtained, considering all
the targets and all the images (Fig. 8) show a
very similar trend for both lights. In particu-
lar, the vicarious calibration exhibited RMSEs
lower than 3 % (except for the B band in case
‘1’, where it was 3.5 %). The atmospheric cor-
rection in the vicarious calibration improved
the results by 1.7 % in the B band, by 0.7 %
in the R band and by very small values in the
G and NIR bands. The vicarious calibration
(‘1’ and ‘1a’) provided higher precisions than
those based on the laboratory calibration (‘M’
and ‘Ma’), with a larger variation for the NIR
band of about 2 %. Nevertheless, there was an
exception for the B band, which provided a
different performance. On one hand, without
atmospheric correction, the accuracy of the
vicarious calibration (‘1’) was slightly lower
than the laboratory calibration (‘M’). On the
other hand, the application of the atmospheric
correction on the laboratory calibration gener-
ated a solution slightly worse than the vicari-
ous one (0.7 %).

poorer results. These were anisotropic surfac-
es in which the relection angles change and
the energy that is not gathered by the sensor
is lost. That produced a slight increase in its
RMSE and standard deviation (std).
The most uniform bands in terms of a simi-

lar error were B and G, and the most variable
band was NIR (Fig. 6). Here, as expected, the
higher error occurred in vegetated samples
(bush and grass), because there the NIR band
relectance values and the standard deviation
of the measurements were higher.
Next, a comparison with the results ob-

tained using the coeficients of the ADS40
camera and atmospheric correction is done
(Tab. 4). In general, for practically all check
surfaces the RMSEs of the vicarious calibra-
tion are slightly lower than those obtained
from the manufacturer calibration coeficients
(Fig. 7).

3.3 Application to 25 cm GSD Flight

In this section the use of the calibration com-
puted for the 10 cm light was extrapolated to
the 25 cm light. The main goal was to ana-

Fig. 7: Maximal and minimal differences between the ground relectance measurements and the
resulting from using the manufacturer calibration coeficients (case ‘Ma’), together with its average
and standard deviation (%).
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showing that the RMSEs of surfaces relec-
tances can be better than 5 % in most of the
evaluations. The performance varies between
the different bands. The performance of the
NIR band was lower (3–5 %) than the RGB
band in all the cases. The vicarious calibra-
tion of the 10 cm light achieved better results
than the laboratory calibration; compared to
ground relectances, RMSEs in the NIR band
decreased by about 2 %. In any case, the re-
sults achieved for a three-year old laboratory
calibration demonstrate the radiometric sta-
bility of the sensor. The good weather condi-
tions during the acquisition may have contrib-
uted to this result, and thus it would be inter-
esting to repeat the procedure under less fa-
vourable conditions. Check surfaces provided
large variations in relectance, depending on
the surface and the analyzed band, but they
were never above 14 %, reaching even vari-
ations lower than 2 % for homogeneous and
synthetic surfaces.
The accuracy obtained from the 10 cm

calibration light was preserved in the 25 cm
light. After these experiences, it should be
mentioned that the errors increase with the
wavelength if the laboratory calibration is
used (case ‘M’). Likewise, if the atmospheric
correction is applied (case ‘Ma’) the accura-
cy for the B band gets worse. Therefore, the
best solution is the vicarious calibration with
atmospheric correction, named here case ‘1a’.
In all the cases, R and G are the most stable
bands.
On the other hand, there are some ways for

improving the methodology that are worth
mentioning: irst, concerning the in situ meas-
urements, the atmospheric measurements
could be improved. For future work, it would

4 Discussion

Other authors such as Honkavaara & Mar-

keLin (2007) have empirically analysed the
spectral response of different airborne sensors
through the use of grey patterns located in the
ield. In particular, they have examined the
spectral response of the ADS40, DMC and Ul-
traCamD systems through the use of a pattern
with 8 different levels in grey scale. The con-
clusion is that these systems present an excel-
lent radiometric quality and can be calibrated.
The result of this investigation proved the sta-
bility of the radiometric laboratory calibration
of the ADS40-SH5.
With regard to the calibration surfaces, we

used PVC canvases to cope with the require-
ments mentioned in other works (Honkavaara
et al. 2010) and it has been determined that
they are suitable for the correct determination
of the radiometric camera calibration, in par-
ticular ADS40 sensor (MarkeLin et al. 2010).
However, sensor saturations were detected in
the original images in some bands for bright
objects, though the images have 12 bit dynam-
ic range.
In our investigation raw sensor data have

been used, considering the three-dimension-
al imaging geometry and a digital elevation
model. Processing methods relying on the rec-
tiication and the consequent resampling of
images could involve alterations to the origi-
nal radiometric information.
The vicarious calibration is of interest in

cases when there is doubt as to the calibration
values supplied by the manufacturer or when
the calibration needs to be validated. The re-
sults are consistent with the recently published
papers (MarkeLin et al. 2010, BeisL 2010),

Fig. 8: Comparison of the vicarious calibration derived from the 10 cm light (cases ‘1’ and ‘1a’)
and the laboratory calibration (cases ‘M’ and ‘Ma’) applied for the 25 cm light.
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feasible if it is done shortly before or after the
photogrammetric light, and a different lying
height does not signiicantly affect the results.
The results corroborate the potential of the

ADS40 sensor and the need for appropriate
laboratory or vicarious calibration to take full
advantage of the high radiometric quality of
the images.
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