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Summary: This paper presents the derivation of

surface-related quality indicators describing the

conidence-metrics of the inal geo-products de-

rived from airborne laser scanning (ALS). We irst

discuss the number of factors inluencing the qual-

ity of the digital terrain models (DTM) and review

the rigorous derivation of quality metric per each

laser target when considering all the elements of

direct-georeferencing as well as the scanning ge-

ometry. As in the context of DTM creation, how-

ever, the laser measurements are rarely used as sin-

gle values; we extend this approach by considering

other factors as classiication, sampling density and

interpolation. Further, we propose a novel proce-

dure that enables an automated generation of a

DTM quality map encapsulating all these factors

assuming that the following conditions are ful-

illed: i) the accuracy of each ground point involved

in DTM generation is known or derived; ii) the

DTM is represented as a regular grid where the el-

evation values are calculated by projecting the

grid-cell centre coordinates on the corresponding

facet of the TIN-model whose nodes are the irregu-

larly sampled laser-points relected from the

ground. The derived DTM-quality map is thus in-

luenced by the choice of grid resolution with re-

spect to the actual density of the laser point-cloud,

as well as the accuracy of individual laser returns.

Finally, we present an example that demonstrates

surface-quality map computed for an ALS point-

cloud where the distribution of automatically clas-

siied ground points is very disparate and contains

important gaps due to dense vegetation or insufi-

cient surface-relectance. We conclude with sug-

gestions on possible applications of such quality-

maps that can be associated as metadata to the

DTM.

Zusammenfassung: Automatische Qualitätsbe-

schreibung der Höhenmodelle aus luftgestützten

Lasermessungen. Dieser Artikel behandelt die Ab-

leitung von Indikatoren zur Qualitätsbeschreibung

von Höhenmodellen, die aus ALS-Daten abgeleitet

wurden. Zuerst wird über die Anzahl der Faktoren,

die die Qualität der Digitalen Geländemodelle

(DGM) beeinlussen, diskutiert. Zudem wird eine

konsequente Ableitung von einer Qualitätsmetrik,

die die in die direkte Georeferenzierung einließen-

den Fehlerquellen sowie die sich verändernde

Messgeometrie berücksichtigt, überprüft. Weitere

Begriffe wie Klassiizierung, Punktwolkendichte

und Interpolation erweitern diese Metrik, da im

Rahmen der DGM-Generierung die Lasermessun-

gen nur selten als einzelne Werte betrachtet wer-

den. Dann wird eine neue und automatisierte Er-

zeugung einer DGM-Qualitätskarte, die all diese

Faktoren beinhaltet, vorgestellt. Voraussetzungen

für diese neue Methode sind: i) Die Genauigkeit je-

des einzelnen Punktes ist bekannt oder wurde ab-

geleitet. ii) Das DGM besteht aus einem regelmäßi-

gen Gitter, in dem jeder einzelne Höhenpunkt mit-

tels einer Projektion der Zellenzentrumskoordina-

ten auf die entsprechende Dreiecksfacette des unre-

gelmäßigen Dreiecksnetzes berechnet werden

kann. Das Dreiecksnetz ist auf die Bodenpunkt-

wolke bezogen. Die abgeleitete DGM-Qualitäts-

karte wird somit durch die Gitterweite in Bezug auf

die tatsächliche Dichte der Punktwolke sowie die

Genauigkeit der einzelnen Laserpunkte geprägt.

Schließlich werden einige Beispiele von Qualitäts-

karten präsentiert, die aus Bodenpunktwolken mit

sehr unterschiedlicher Punktdichte und einige Lü-

cken wegen dichter Bodenvegetation oder man-

gelndem Relexionsgrad generiert wurden. Es wird

mit Vorschlägen für mögliche Anwendungen sol-

cher Qualitätskarten, die als DGM-Metadaten be-

trachtet werden können, abgeschlossen.
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former, although sophisticated methods are
available for parametrical adjustment (Kager
2004, Friess 2006), the estimated conidence-
levels related to point-cloud or surface-patch-
es are not utilized further in the DEM genera-
tion. The users of DEM have generally no ac-
cess to the raw ALS observations and there-
fore may either assume a uniform precision (as
provided) or attempt assessing DEM accura-
cy through independent means (artuso et al.
2003, Hodgson & BresnaHan 2004). The later
approach is almost always limited to parts of
the model (larger or smaller) where external
data are available as these come at additional
cost.
The general term DEM encompasses digital

surface models (DSMs) as well as digital ter-
rain models (DTMs). Both DSM and DTM are
interpolated from pre-classiied and unorgan-
ized laser point-clouds. There exist many dif-
ferent interpolation techniques (droj 2008).
However, the most frequent approach is the
generation of a TIN (2.5D triangulation) fol-
lowed by a linear interpolation at a predeined

planar cell-size (Fig. 1).
The accuracy assessment for DEMs may

follow different approaches (HaBiB et al. 2009,
Karel et al. 2006) but is often limited in prac-
tice to the collection of independent measure-
ments at discrete points (ground check points)
gathered within the survey area. Subsequent-
ly, the reference coordinates are compared to

1 Introduction

Airborne laser scanning (ALS) has become a
well established and broadly employed tech-
nology in the mapping industry. The perfor-
mance of the commercially available ALS sys-
tems is increasing at an astonishing pace, go-
ing hand in hand with the reduction in acqui-
sition time and production cost. Surprisingly,
the development of the software-tools accom-
panying data processing and quality monitor-
ing has not followed. As the ALS technology
requires concurrent employment of LiDAR
and at least two navigation technologies, the
generation of the laser point-cloud coordinates
is relatively complicated, (glennie 2007)
while the subsequent classiication and calcu-
lation of digital elevation models (DEM) is in-
volved even more. Hence, the rigorous estima-
tion of uncertainties or reliability parameters
of DEM that shall consider the whole chain
of treatment with a number of dynamically/
time-varying parameters is reaching a great
complexity, reason for which it has not been
so far implemented into practice. Instead,
the enterprises responsible for DEM creation
are performing some alternative methods for
quality assurance. These may be limited to a
part of the processing, i.e. internal control be-
tween overlaps (latypov 2002), or to speciic
section(s) of the model where external control
is available (Csanyi & totH 2007). As for the

Fig. 1: Processing steps from raw point-cloud to surface quality map: (A) 2.5D triangulation,
(B) Raster surface model by linear interpolation, (C) Surface quality map by point-to-surface error
propagation.
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quencies), number of base-stations and their
separation as well as in inertial observation
(e.g. redundant IMUs). Although such possi-
bilities exist (sKaloud 2007), they are rarely
exploited in practice and this theme is beyond
the scope of this paper. Hence, depending on
the actual observations and methods used for
the trajectory determination, the required σ

x
,

σ
y
, σ

z
can represent either absolute or relative

accuracies. In case of the latter, it is recom-
mended to employ some of the previously
mentioned methods utilizing ‘ground-truth’
as an external control (despite its limitation),
otherwise the methodology presented in the
following remains unaffected.
In the remainder of this paper, we irst pre-

sent a summary of factors inluencing DTM

accuracy (section 2). This analysis serves as
a prerequisite for the subsequent layout of the
presented estimation procedure that starts
with the assessment of target accuracy (sec-
tion 3). Afterwards, a methodology is por-
trayed that transforms the accuracy of indi-
vidual targets within a laser point-cloud to a
height reliability index of a DTM-raster (sec-
tion 4). The algorithm for computing height
reliability index for all raster cells for its rep-
resentation as DTM quality map is listed in
detail within section 5. Finally, two examples
are given that explore the usage of DTM quali-
ty maps coded as metadata with the elevation-
model (section 5).

2 Factors inluencing DTM
Accuracy

For the generation of DTMs from ALS data,
the required processing steps, the associated
error sources and the possibilities to estimate
these errors can be summarized as follows
(see Fig. 2):
• Point-cloud creation: The laser data and
the trajectory are merged to obtain a point-
cloud in a desired datum. The accuracy
of the individual point can be assessed by
single point error propagation (section 3),
whilst the raw point density can be mea-
sured by a density map (sCHaer et al. 2009)

• Ground classiication: The density of the
remaining ground points after classiica-
tion has a very strong impact on the inal

the model elevations at the given location (e.g.
Hodgson & BresnaHan 2004, Hyyppä et al.
2005). Such method has a major drawback in
the fact that the estimated vertical accuracies
cannot be generalized to the rest of the DEM.
They remain highly correlated to the site con-
ditions such as slope, undergrowth, and vege-
tation cover as well as the mission parameters
such as employed technology, lying height,

equipment, etc.. The controls utilizing inde-
pendent airborne surveys, e.g. photogram-
metry may be more sophisticated and robust
(HöHle & HöHle 2009). Nevertheless, as good
as they are, they apply only to the studied sam-
ple. Therefore, there is generally no guaran-
tee that the estimated accuracy extends to all
parts of the model.
Optimally, a DTM quality analysis should

take into account the precision, absolute and
relative accuracy of the initial sampling points.
Hence, a quality measure should also consider
the surface sampling variations (point densi-
ty) and spatial distribution of the point accura-
cy. This study presents a novel procedure that
enables the computation of height reliability
indexes for each elevation of a DTM and the
subsequent generation of a DTM quality map
that encapsulates all important factors. The
method requires that the two following condi-
tions are met:
• Accuracy information for each ground
point (represented by σ

x
, σ

y
, σ

z
) involved in

DTM generation is correctly determined
and available. For a point-cloud generated
by airborne laser scanning (ALS) the pro-
posed procedure is that by (sCHaer et al.
2007).

• The DTM is represented as a regular raster
(Fig. 1) with the elevation values calculated
by projecting the cell-center coordinates on
the corresponding facet of the triangulated
irregular network (TIN) whose nodes are
the irregular sampled ground points as de-
picted (section 4).
The conditions of obtaining reliable esti-

mate of σ
x
, σ

y
, σ

z
for each ground control de-

pend mainly on the reliability of trajectory
estimation with GNSS/INS observation. The
latter is strongly inluenced by the (lack of)

redundancy in satellite constellation (e.g.
number of used satellite system, visible satel-
lite vehicles and their geometry, recorded fre-
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companied by some point-to-surface error
propagation process. This process should
consider on the one side the input variance
of the node points and on the other side the
actual sampling density. The latter shall de-
termine if the newly computed surface val-
ues are interpolated, i.e. the actual spatial-
point density is higher than required by the
model, or extrapolated, i.e. the actual spa-
tial-point density is lower than required by
DEM.

3 Assessment of Target
Accuracy

In sCHaer et al. (2007) we have suggested
summarizing all components contributing to
a single laser-return into a unique quality at-
tribute. Such ‘q-indicator’ is constructed as
accumulation of random errors coming from
the error propagation of laser georeferencing
equation and the analysis of scanning geom-
etry. Fig. 3 depicts the worklow for this com-
putation process.
Firstly, the error propagation is carried out

using the navigation and laser-system data
and their accuracy estimates. Secondly, the
point-cloud is generated in an arbitrary map-
ping system, followed by spatial indexing. Af-
ter the computation of the local normal vec-

DTM quality. For example, Hyyppä et al.
(2005) emphasizes the impact of vegetation
on DTM accuracy, as dense canopy strong-
ly degrades the ground penetration capacity
of the laser beam. Therefore, independent-
ly of the applied classiication algorithm,

the density and spatial distribution of the
ground points mainly depend on the topog-
raphy and land cover of the scanned area.
Another important factor is the correct-
ness of the classiied points. For instance,

if only a single laser point situated on a
tree is wrongly classiied as ground point,

this may inluence the resulting DTM ele-
vations over a large area. Ideally, the cor-
rectness of the classiication should be mea-

sured by some sort of conidence factor r
i

for each laser point. However, this remains
a very challenging task, as actually no al-
gorithm is capable of correctly classifying
all points and deliver additional conidence

information. Hence, the correctness of the
ground classiication is often controlled by

visual inspection of the resulting surface.
• Interpolation: In the inal step of DTM pro-
cessing, the individual points are connected
to a continuous surface function describing
the elevation for each location within the
perimeter. To correctly assess the inluence

of each laser point on the interpolated sur-
face, the interpolation should ideally be ac-

Fig. 2: General worklow for DTM production from airborne laser scanning with suggested quality
indicators.
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mated geometry of scanning. In off-line pro-
cessing, however, more sophisticated as well
as more computation-resources demanding
classiication algorithms can be applied. Their

performance is mostly inluenced by the ter-
rain slope and the complexity of the scene as
concluded in a comprehensive study conduct-
ed by sitHole & vosselman (2004). Same re-
port states that while most of the classiication

ilters work well in gently sloped terrain with

small buildings and sparse vegetation, in more
complex scenes e.g. city-scapes with many
discontinuities, the surface-based ilters tend

to provide better results. On the other hand,
the correctness of vegetation classiication

improves substantially with the latest gen-
eration of the laser-scanners employing full
wave-length processing (on-line or off-line).
Nevertheless, the quality of iltering is difi-
cult to quantify as it depends strongly on the
processing experience and judicious choice
of algorithms per terrain (and scanner) type.
Therefore, we will assume in the sequel that
the classiication reliability is either homog-
enous, or can be expressed by a function of
terrain type.

tor and curvature for each point, the dataset
is pre-iltered using local-covariance analy-
sis, removing all points above a certain cur-
vature threshold (pauly et al. 2002). The next
step performs the scanning geometry analy-
sis, using the estimated local terrain normal,
the laser direction and the beam divergence
to compute the 3D footprint for the remaining
laser points. Finally, the estimated effects of
the scanning geometry (σ geom

2 ) are combined
with the previously estimated position-co-
variance (C

nav
) to construct one unique qual-

ity indicator by (1) as suggested by sCHaer
et al. (2007). Thus, every laser point receives
a separate q-indicator value that not only re-
lects the quality of georeferencing but also

the scanning geometry.

q Ci nav xyz geom x y geom zi i i
= ( ) + +trace ( ) ( , ) ( )σ σ

2 2 (1)

As we have shown in sCHaer et al. (2009),
it is feasible to estimate such indicator directly
in the light when the real-time georeferencing

is implemented. The subsequent classiication

process can also be automated as its possible
imperfections have little inluence on the esti-

Fig. 3: General worklow for the computation of the q-indicator.
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Using (2) irst for evaluating d at the node a
(i.e. d = n

x
x
a
+ n

y
y
a
+ n

z
z
a
), the height value z

i

for a given 2D coordinates (x
i
, y

i
) can be again

computed from (2) as:

z d n x n yi x i y i z= /n− −( ) (4)

4.2 Error Propagation

Applying the law of error propagation to (4),
the direct estimate of the elevation accuracy
of z

i
can be formulated such as:

σ z i ll i

T

i

2 = f C f (5)

where the vector f
i
can be constructed as the

partial derivatives of (4) and the node coordi-
nates:

4 Computation of Height
Reliability Index

This section describes in detail the proce-
dure for the computation of DTM raster and
DTM quality maps based on a point-cloud of
known accuracy. We start with the linear in-
terpolation of regular-grid (i.e. raster) eleva-
tions based on the triangulated surface (TIN),
whose existence is the pre-requisite for the
proposed methodology (section 1). An over-
view of techniques for constructing TIN from
the individual points can be found, for in-
stance, in el-sHeimy et al. (2005).

4.1 Interpolation of Height

Let us consider the plane equation (described
by coeficients a, b, c, d) for a facet with nodes

a, b, c of a TIN (Fig. 4):

ax by cz d+ + − =
































0,where =

a

b

c

=

n

n

n

x

y

z

n (2)

is the normal vector of the facet that can be
computed from the node coordinates, coordi-

Fig. 4: Propagation of individual point errors to DTM height by TIN interpolation.
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ly, if a pixel centre coordinate is closer than
cell

sz
/2 to the initial node, the new value can

be assumed as correctly interpolated. Hence,
the terrain features at the output sampling rate
are correctly represented. If the distance is
larger than cell

sz
/2, the height is supposed to

be extrapolated. To incorporate this interpola-
tion-extrapolation process into the DTM qual-
ity analysis, the 2D distance (d

min
) of the pixel

centre coordinates (X
i
, Y

i
) to the nearest node

(see Fig. 4) is computed:

d min

x x y y

x x y y

min D D D

D i a i a

D i b i

=

= − −

= − −

∆ ∆ ∆

∆

∆

a b c

a

b

2 2 2

2

2

, ,

,

,

where

bb

D i c i cx x y y∆c2 = − −,

(8)

The d
min
parameter is applied to scale the com-

puted height accuracies by the factor s to pro-
duce a height reliability index r

z
:
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(6)

The stochastic model Q
ll
is constructed using

the variance information for each node:

Qll

x y z x y z x y zdiag
a a a b b b c c c

9 9

2 2 2 2 2 2 2 2 2

×
=

 σ σ σ σ σ σ σ σ σ

(7)

4.3 Variance scaling

Depending on the raster-cell size (cell
sz
in (9)),

it can be determined whether the newly com-
puted elevation value is based on interpolation
or extrapolation. The Nyquist-Shannon sam-
pling theorem states that if a function con-
tains no frequencies higher than f, it can be
completely reconstructed by points spaced½ f
apart. Adopting this theorem to DTM genera-
tion, it can be deduced that an original sam-
pling of half cell-size is needed to correctly
describe the terrain features of the given out-
put frequency (in our case cell

sz
). According-

Tab. 1: Computation algorithm for DTM quality map.

DTMQUAL

Require: TIN with n facets, list FACET (3 x n) with indexes of node points

Require: List NODE (6 x m) with m node points with coordinates (x
i
, y

i
, z
i
) and standard deviation

(σ
xi
, σ

yi
, σ

zi
)

Require: DTM and DTMQUAL with raster origin (X
UL
, Y

UL
), cell-size (cell

sz
), and grid dimension

(x
dim
, y

dim
)

for row = 1 : x
dim
do

for col = 1 : y
dim
do

[X
i
, Y

i
] = GetMapCoordinates(row, col, X

UL
, Y

UL
, c) {Compute map coordinates corresponding to

centre of raster cell row, col}

n
i
= FindCorrespondingFacet(TIN, X

i
, Y

i
) {ind TIN facet that includes coordinates of cell centre}

I = FACET[n
i
] {extract indexes of node points a, b, c}

for k = 1 : 3 do

NodeCoordinates[k, :] = NODE[I[k], 1 : 3] {extract node coordinates [x, y, z]}

NodeSTD[k, :] = NODE[I[k], 4 : 6] {extract node standard deviations [σ
x
, σ

y
, σ

z
]}

end for

DTM[row, col] = InterpolateHeight(NodeCoordinates, X
i
, Y

i
) {apply eq. 4 to compute height value}

DTMQUAL[row, col] = ComputeHeightReliabilityIndex(NodeSTD, X
i
, Y

i
, cell

sz
)

{apply eq. 5 to eq. 9 to compute height reliability index}

end for

end for
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quality map relects (Fig. 5d) the reliability

deterioration for such areas. The insuficient

sampling density may be caused by lying pa-
rameters, e.g. large height or speed above the
surface versus LiDAR pulse-repetition rate, or
by poor surface relectance. Obviously, there

is a less of problem if the pulse absorption is
caused by a water surface as this part of sur-
face is essentially lat, see upper part of DTM,

as compared to other material where height
varies e.g. glacier, crops, and man-made sur-
faces. Such differences are visually apparent
and their distinction can also be automated.
Nevertheless, the water-surfaces were inten-
tionally left in this example to highlight the
inluence of spatial sampling on the determi-
nation of the height-reliability index.
The visual inspection of the hill-shad-

ed DTM (Fig. 5c) allows identifying several
wrongly classiied points that can be seen as

single peaks in pyramidal form (marked yel-
low in igure). As the slope of these incorrect

TIN facets is normally much steeper than the
slope of their neighbours, the resulting height
variance using (5) is much larger. This enables
highlighting such areas of incorrectly classi-
ied points, as they appear as zones with de-
creased height accuracy (dark red). Accord-
ingly, such quality maps can be employed as
quality metadata associated to the DTM. Such
metadata indicate areas where the DTM val-
ues are reliable and areas where they should
be considered with precaution.

5 Computation of DTM Quality
Map

The process of computing the DTM quality
map by extending the computation of height-
reliability index to all cells is outlined by the
pseudo-code listed in Tab 1.
Both, DTM interpolation and height reli-

ability index computation are carried out in
the same process for most optimal computa-
tion performance. The height reliability index
r
z
is computed for every grid cell of the DTM

and is stored to a separate georeferenced raster
called DTMQUAL in the pseudo-code.

6 Use of DTM Quality Maps

6.1 Metadata Generation

Fig. 5d shows such a quality map computed
for an ALS point-cloud where the distribution
of automatically classiied ground points (see

Fig. 5a) is very disparate and contains impor-
tant data gaps, i.e. due to dense vegetation and
water cover. The triangulation process is clos-
ing these data gaps (see Fig. 5b). In these ar-
eas, the derived DTM values (Fig. 5c) are dis-
tant from the initial node points. They cannot
be considered as trustful as they are the result
of an extrapolation process. Due to the scal-
ing of the height variance (σ zi

2 ) yielding the
height reliability index r

z
(see (9)), the inal

Fig. 5: (A) Automatically classiied ground points colour-coded by elevation, (B) DTM-TIN, (C) DTM
raster interpolated from TIN, (D) DTM quality map superposed on DTM colour-coded by index r

z

(cells with r
z
< 0.1 are transparent, i.e. correspond to the green-shaded surface).
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7 Conclusions

Despite the complexity of the airborne laser
scanning, we are convinced of the feasibility
of considering all the stochastic processes of
the underlying technologies and estimating a
reliability of the reconstructed DTM from the
data itself. In this paper we have extended the
previous research in assessing the accuracy of
individual targets within a laser point-cloud.
Applying the laws of error propagation we
have combined these accuracies together with
spatial distribution and presented a concept of
a quality map that can be associated as meta-
data to the DTM. These quality maps indicate
areas where the height values are reliable and
areas where they should be considered with a
precaution. These maps relect the dynamic

nature of the acquisition process and can be
a valuable asset when estimating the accura-
cy of DTM derived quantities, i.e. slope, as-
pects. Moreover, the availability of such cell-
wise quality indicators allows constructing
weighting schemes also for DTMs generated

6.2 DTM Data Fusion

The availability of a DTM quality map al-
lows constructing weighting schemes for
DTMs generated by merging data of different
sources and accuracies e.g. Warnier & man-

dlBurger (2005). Merging two DTMs (DTM
1

and DTM
2
) can be expressed as follows:

DTM x y
w DTM x y w DTM x y

w w
12

1 1 2 2

1 2

[ , ]
· [ , ] · [ , ]

=
+
+

(10)

As shown in Fig. 6, the respective weights
w
1
and w

2
for each position x,y are computed

as the inverse of the squared DTM reliabili-
ty index r

z
(computed by (9)) values of the

respective DTM quality maps (QDTM
1
and

QDTM
2
):

w x y
QDTM x y

w x y
QDTM x y

1

1

2

2

2

2

1

1

[ , ]
[ , ]

,

[ , ]
[ , ]

=

=
(11)

Additionally, applying the laws of error prop-
agation, the height accuracies of the merged
rasters can be estimated. The values of the
merged DTM quality map (QDTM

12
) for a giv-

en location x, y follows from (10) and (11) by
the law or error propagation and therefore can
be computed via the following formula:

Fig. 6: Example for DTM grid merge weighted by DTM reliability index.



114 Photogrammetrie • Fernerkundung • Geoinformation 2/2012

Kager, H., 2004: Discrepancies between overlap-

ping laser scanning strips – simultaneous itting

of aerial laser scanner strips. – Proceedings of

the International Society for Photogrammetry

and Remote Sensing XXth Congress, Istanbul

34 (B/1): 555–560.

Karel, W., pFeiFer, n. & Briese, C., 2006: DTK

quality assessment. – Proceedings of ISPRS

Technical Commission II Symposium, Vienna,

Austria, 7–12.

latypov, d., 2002: Estimating relative LiDAR ac-

curacy information from overlapping light

lines. – ISPRS Journal of Photogrammetry and

Remote Sensing 56 (4): 236–245.

pauly, m., gross, m. & KoBBelt, l.p., 2002: Efi-

cient simpliication of point-sampled surfaces,

IEEE Conference on Visualization, Boston.

sCHaer, p., sKaloud, j., landtWing, s. & legat,

K., 2007: Accuracy estimation for laser point-

cloud including scanning geometry. – ISPRS 5th

International Symposium on Mobile Mapping

Technology (MMT2007), Padova, Italy, 28–31.

sCHaer, p., sKaloud, j., steBler, y., tome, p. &

stengele, r., 2009: Airborne LiDAR in-light

accuracy estimation. – GPSWorld 20 (8): 37–41.

sKaloud, j., 2007: Beyond the Achilles’ Heel of

Modern Airborne Mapping. – FritsCH, d. (ed.):

Photogrammetric Week, Stuttgart, 227–241.

sitHole, g. & vosselman, g., 2004: Experimental

comparison of ilter algorithms for bare-Earth

extraction from airborne laser scanning point-

clouds. – ISPRS Journal of Photogrammetry and

Remote Sensing 59 (2004): 85–101.

Warnier, t. &mandlBurger, g., 2005: Generation

a new high resolution DTM product from vari-

ous data sources. – Proceedings of Photogram-

metric Week 05, Stuttgart, 8–10.

Addresses of the Authors:

Dr.-Ing. jan sKaloud, Ecole Polytechnique Fédé-

rale de Lausanne (EPFL), Geodetic Engineering

Laboratory (TOPO), 1015 Lausanne, Tel.: +41-21-

693-2753, Fax: +41-21-693-5740, e-mail: jan.ska-

loud@epl.ch

Dr.-Ing. pHilipp sCHaer, Ecole Polytechnique Fédé-

rale de Lausanne (EPFL), Geodetic Engineering

Laboratory (TOPO), 1015 Lausanne, e-mail:

philipp.schaer@a3.epl.ch

Manuskript eingereicht: November 2011

Angenommen: Januar 2012

by merging data from different sources and
estimating the accuracies of the results.

Acknowledgements

This work was signiicantly funded by the

Swiss Commission for Innovation (CTI/KTI
Project 7782 EPRP) in collaboration with BSF

Swissphoto.

References

artuso, r., Bovet, s.& streilein, a., 2003: Practi-

cal methods for the veriication of country wide

terrain and surface models. – Int. Archives of

Photogrammetry and Remote Sensing 34 (3):

1419–1425.

Csanyi, n. & totH, C., 2007: Improvement of Li-

DAR data accuracy using LiDAR-speciic

ground targets. – Photogrammetric Engineering

and Remote Sensing 73 (4): 385–396.

droj, i., 2008: Improving the accuracy of digital

terrain models. – Studia Univ. Babes-Bolayi, In-

formatica LIII (1): 65–82.

glennie, C.l., 2007: Rigorous 3D error analysis of

kinematic scanning Lidar systems. – Journal of

Applied Geodesy 1 (1): 147–157.

el-sHeimy, n., valeo, C. & HaBiB, a., 2005: Digi-

tal terrain modeling. – Artec House, Boston,

Mass., USA.

HaBiB, a., Bang, K., Kersting, a.p. & lee, d.C.,

2009: Error budget of lidar systems and quality

control of the derived data. – Photogrammetric

Engineering and Remote Sensing 75 (3): 1093–

1108.

Hodgson, m.e. & BresnaHan, p., 2004: Accuracy

of airborne LiDAR derived elevation: empirical

assessment and error budget. – Photogrammet-

ric Engineering and Remote Sensing 70 (3):

331–333.

HöHle, j. &HöHle, m., 2009: Accuracy assessment

of digital elevation models by means of robust

statistical methods. – ISPRS Journal of Photo-

grammetry and Remote Sensing 64 (4): 398–

406.

Hyyppä, H., yu, X., Kaartinen, H., Kaasalainen,

s., HonKavaara, e. & rönnHolm, p., 2005: Fac-

tors affecting the quality of DTM creation in

forested areas. – ISPRSWG III/3–4, V/3 on “La-

ser scanning 2005”, Enschede, Netherlands, 12–

14.


